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Editorial – New Ideas in Finance 
 

Obviously, finance is a topic that has been enjoying much attention all 

around the globe lately. Whether in better economic times (the late 2010s) or 

worse times (the early 2020s), the finances of households, corporations, and 

public institutions appear to make a difference. No wonder: the adage of the 

neo-classical finance view that finance does or should not matter has been 

given up in favour of ideas on (how to study) the contribution of finance to 

wealth.  

Whereas acquisitions are just a means of direct investments, they are 

special in that one company takes over another already existing one. The 

typically low effect of market capitalisation of acquirers on their returns has 

been studied before, as are the effects of ways that they are paid for, albeit to 

a lesser extent. Kimberley Rijskamp singles out geographically close 

Chinese and South Korean companies and comes up with interesting 

findings. 

Designing an appropriate capital structure is often thought to be one of 

the core issues in corporate finance. Whereas the effect thereof on financial 

returns has been studied often, this is rather rare for the Asia-Pacific region. 

Nevertheless, this is exactly what Anya Deshpande does, and she adds the 

effect of working capital to this. Again, this has also been studied before, but 

the combination of the topics and the data sample is an interesting one. 

Christoph Thalhammer takes a slightly different approach in that he 

focuses on a single country and even one from the Western hemisphere, 

namely Germany. This country is exceptional in that it is moving towards a 

more Anglo-Saxon type of corporate governance. The author picks up the 

effect of ownership concentration on both firm value and firm risk. 

Strikingly, he finds a U-shape relationship of the former relation and links 

this to firm risk. 

The effect of underpricing and overpricing of initial public offerings 

(IPOs) of firms on their long-term performance has also been studied before. 

Interestingly, Timothy Drooduin takes on board a sample from a number of 

Western European countries: the Netherlands, the United Kingdom, France, 
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Sweden, and Italy. On top of this, he also studies the actual IPO processes 

with three specific Dutch firms and denotes lessons from these. 

The contributions described above stem from the University of 

Groningen, The Netherlands. The last study is special in that it is from 

Africa and uses a macro-economic instead of micro-economic approach. 

David Umoro and Oluwatoyin Dorcas Tedunjaiye from the Edo State 

University in Nigeria employ a sample of ECOWAS countries. They look at 

effects of interest rate volatility and exchange rate devaluation on aggregate 

savings. Often, they do matter. 

 

Wim Westerman 

Co-editor CEREM 

29 September, 2023         
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Aim: The main goal of this paper is to gain insights into the effect of the market capitalization of the 

acquirer and the method of payment utilized on the short-term return of the acquiring firm, for deals 

made between a buyer and target in Greater China (including Hong Kong) and/or South Korea. 

Additionally, differences between these geographical areas and differences in the acquirer’s industry are 

analyzed.  

  

Design / Research methods: Data was retrieved from Refinitiv’s EIKON database. A total of 462 deals 

was obtained and analyzed, using a nested methodology combining elements of an event study with 

regression analyses.  

  

Conclusions / findings: Acquirers with a small market capitalization obtain either more negative or more 

positive CARs as compared to large market capitalization acquirers. Secondly, no significant evidence 

is found that paying a deal using solely cash results in higher CARs as compared to paying a deal fully 

in shares. Interestingly, it is found that in South Korea paying a deal using shares results in statistically 

significant higher CARs. Moreover, in China negative CARs tend to be more extreme. Lastly, acquirers 

operating in the Media and Entertainment industry and in the field of High Technology generate higher 

CARs.  

  

Originality / value of the article: This paper provides insights into the effects of market capitalization 

and the payment method in the context of Greater Chinese and South Korean M&As, which thus far have 

been little studied. Moreover, it uses a nested approach, combing elements from an event study with 

regression analyses.  

  

Keywords: Mergers and Acquisitions, Cumulative Abnormal Return, Market Capitalization, Payment 

Method, Greater China, South Korea, Media & Entertainment, High Technology  

  

JEL: G34 
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1. Introduction  

 

Mergers and Acquisitions (M&As) are a key growth and investment strategy and 

have far reaching effects for all the parties involved. Previous research has found that 

M&As are often not as effective as anticipated by the acquiring company (in the case 

of an acquisition) and bear major risks. Studies estimate that 70-90% of all the M&As 

worldwide result in failure (Kenny 2020). Nevertheless, they are still often used by 

many companies globally. Much of the literature has focused on the different aspects 

that increase or decrease the gains of M&As. A popular method is to investigate the 

cumulative abnormal return (CAR) in the period regarding the announcement date of 

the M&A. This is done as in a reasonably efficient market; the stock market will react 

instantaneously to the announcement of the merger or acquisition. Consequently, the 

reaction of the shareholders on the announcement can be fully captured within a short 

time span surrounding the announcement date.  

Most of the research has been conducted in the US, UK and increasingly more in 

continental Europe as historically the majority of deals have been conducted in either 

one of these markets. Moreover, the majority of the research has focused on domestic 

deals as opposed to cross-country ones. This entails that up until now little research 

has taken place to investigate the effect of an M&A announcement on the reaction of 

the stock market in the East Asian market; specifically in South Korea and Greater 

China (which includes Hong Kong). Although little research has focused on these 

markets, they are gaining an increasing presence in the international environment. It 

is expected that the East Asian market will keep developing and will become stronger 

(Lui et al. 2020). Therefore, it is important to study M&As in this context as the 

cultural and institutional environment are largely different in the East Asian market 

and thus the views developed in western countries cannot simply be extended to this 

context.  

The main goal of this paper is to investigate the impact of company size (in terms 

of market capitalization), as well as the method of payment on the short-term return 

of the acquiring firm, for deals made between a buyer and target in Greater China 

and/or South Korea.  
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The analysis will cover deals announced by public acquirers in the period from 

01-01-2013 up to 01-012023 that have their primary address in either Greater China 

or South Korea. Moreover, the target company needs to have its primary address in 

one of these countries, but may be both public or private. The data is accordingly 

analyzed using a nested approach, combing elements from an event study with 

regression analysis.  

 The findings of this paper may be useful to managers from Greater China or 

South Korean companies that are deciding whether to pursue a merger or acquisition, 

as they can use it to forecast the reactions of shareholders at the announcement. 

Additionally, it provides companies with insights into the shareholders reaction to the 

method of payment used to finance the deal. This is important for the company when 

they are opting for a method of payment to use. The research also has implications for 

(potential) shareholders. They can use the findings to make an inference about 

whether they want to keep, buy or sell shares in a company when there are rumors of 

an M&A.  

The findings indicate that companies with a small market capitalization have more 

extreme CARs, both positive and negative, when compared to large market 

capitalization companies. Secondly, we find some evidence that paying with shares 

leads to a lower CAR but this effect is insignificant given the CAR is both negative 

and positive. We do however find evidence that in South Korea paying with shares is 

associated with a significantly higher CAR as compared to paying the deal in cash. 

The effect of the geographical area on the  

CAR is also analyzed irrespective of the method of payment and market 

capitalization. It was found that given the CAR is negative, being an acquirer from 

South Korea leads to a significantly higher return, but this no longer holds given the 

CAR is positive. Finally, it was found that acquirers operating in the Media and 

Entertainment industry as well as the High Technology industry generate higher 

CARs.  

The paper will continue as follows. First of all, existing literature is analyzed 

which acts as the corner stone of the hypotheses. Following this, the regression models 

are provided, the methodology is outlined and certain assumptions are tested to 

validate the chosen methodology. Then the results are analyzed and backed-up by 
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more literature in case necessary. Finally, the findings are summarized and a 

concluding section is added.  

 

2. Literature research  

  

2.1. Market capitalization and cumulative abnormal return  

Previous research by Moeller, Schlingemann and Stulz (2003) has found that on 

average smaller firms (market capitalization below or equal to the 25th percentile of 

the NYSE, in the respective year) tend to have a higher CAR. The return for small 

firms is on average 2.24 percentage points (pp) lower as compared to larger firms 

(market capitalization above the 25th percentile of the NYSE, in the respective year). 

In their research they used panel data from the period 1980 until 2001 as recorded by 

the Securities Data Corporation, which focuses on the acquisition of US companies. 

They find negative dollar synergy gains as well as larger acquisition premiums 

amongst large acquirers. Although the findings have been very influential and the 

paper is well regarded in the academic world, the findings are twenty years old and 

have low external validity with regards to the Greater China and South Korean market.  

A factor that may cause the abnormal return to be lower for firms with a high 

market capitalization as compared to firms with a low market capitalization is that the 

agency problem tends to become greater when the firm has a higher market 

capitalization (Demsetz, Lehn 1985). The agency problem in M&As refers to the self-

interested behavior of top management (Rani et al. 2020). In many cases, it is in the 

self-interest of top managers to grow companies through mergers or acquisitions as it 

exposes them to increased bonuses and enhances their self-esteem. This self-

interested behavior leads managers to undergo these expansion activities even though 

they may be detrimental for the company in the long-run.  

An additional factor is that these managers are more prone to managerial hubris. 

This can be explained through successful company growth in the past, their status and 

they face less obstacles in the acquisition process due to larger firms having on 

average more resources. This leads to misaligned incentives between shareholders and 

management (Demsetz, Lehn 1985). The opposite is the case for small companies. In 

these companies a high degree of firm ownership is more common and they take more 
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care in undergoing M&A activities due to their limited resources. This makes their 

goals closer aligned to those of their shareholders (Moeller et al. 2003).  

A final explanation of the lower CARs in large companies is due to the fact that 

they have more capital available and rather acquire firms then increase payouts to 

shareholders. This entails that sometimes even value destroying M&As occur in these 

companies (Jensen 1986). Based on the previous literature the following hypothesis 

can be constructed:  

  

H1: The larger the acquiring company becomes, the lower the CAR obtained from the 

deal announcement.  

  

2.2. Payment method and cumulative abnormal return  

Prior research by amongst others Chang (1998) and Uddin & Boateng (2009) has 

shown that the payment method of the M&A can have a significant effect on the 

returns. This is in-line with recent research from Bessler, Kruizenga and Westerman 

(2020) who also focused on determining the cumulative abnormal return with regards 

to the announcement of an M&A. They take different time windows with regards to 

the announcement date to determine the effect of alternative financing sources and 

methods of payments. They find that debt financed deals and cash paid M&As result 

in the highest abnormal return. However, this is only for private targets, for public 

targets the bidder does not experience any positive return post-announcement. This is 

also consistent with the idea as outlined by Dong, Hirshleifer, Richardson and Teoh 

(2006); and Caneghem and Luypaert (2017). Moreover, they found that overvalued 

firms prefer using equity as a method of payment, as it signals to the shareholders that 

the firm might be overvalued and thus the CAR will be lower as investors become 

aware of this overvaluation. Additionally, paying cash signals an abundance of cash-

flow and future investment opportunities (Liu 2022).  

Goergen and Rennenboog (2004) on the other hand have contrary findings. They 

analyze M&A returns in the European market during the mergers and acquisitions 

wave of the 1990s. Their research outlines that the return is higher when the deal is 

made using equity as opposed to cash; hence, rejecting the overvaluation hypotheses. 

Although the findings differ per research, most research has found evidence for higher 
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returns when the deal is paid using cash. Therefore, the following hypothesis can be 

derived:  

  

H2: Deals which are paid for using cash will generate a higher CAR as compared to 

deals paid for with shares.  

 

2.3. M&As in North Asia  

 

The following section will specifically focus on M&A characteristics in Greater 

China and South Korea as these two areas are the main units of analysis.  

  

2.3.1. Greater China  

With 12,790 completed deals in 2021, totalling $637bn (PricewaterhouseCoopers 

2022), China is one of the most prominent countries in the Asian M&A market. The 

domestic M&A market has been rapidly developing since the beginning of the 2000s 

(Wang, Miao 2016). An especially interesting case is the technology sector. Due to 

the prevalent information asymmetries in this industry, many industry leaders pursue 

M&As to build their own ecosystems, by acquiring both firms in the upstream and 

downstream market (Liu, Yang 2022).  

China is a special case in the M&A market, as the government is actively trying 

to promote cross-border M&As. In 2015, the Chinese State Council came up with the 

Made in China 2025 initiative, in which ten high technology sectors were identified 

that would receive support through amongst others subsidies, to boost innovation and 

acquire advanced technologies (Oh, No 2020). Not only does the Chinese government 

support companies going through with M&As, companies also take part in M&As to 

support the National People’s Republic of China. Gordon and Milhaupt (2018) have 

termed these companies national strategic buyers (NSB). The presence of the NSBs 

makes it complicated to determine the motive behind the M&A as both economic and 

political incentivized M&As take place. The politically incentivized M&As tend to 

not be profitable for the buyer firm. Moreover, across the world politically 

incentivized M&As are increasingly being scrutinized (Gordon, Milhaupt 2018).  
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Therefore, it may be expected that in the case of M&As pursued by the Chinese 

the return will be lower as compared to other countries in East Asia.  

 

 

2.3.2. South Korea  

 

As one of the largest e-commerce markets in today's globalized world (Jobst 

2022), South Korea is gaining increasing importance in the M&A market (Liu, Yang 

2022). This can also be seen by the main industries in which M&As occur namely; e-

commerce, green transition, high tech and media & entertainment, which is largely in 

line with the most prominent areas for M&As in the west. The biggest reason as to 

why South Korean firms initiate domestic M&As is for strategic organizational 

restructuring, with the primary goal to strengthen the core competencies of the 

acquiring firm. Some South Korean businesses even sell profitable assets in order to 

secure enough liquidity for strategic acquisitions (Liu, Yang 2022). This is vastly 

different from the Greater Chinese approach, where many M&As are happening in 

order to control all parts of the supply chain. Moreover, in South Korea many 

acquisitions are done with the purpose of long-term profitability. This however may 

affect the CAR negatively as it will take a while before the acquisition turns profitable 

(Liu, Yang 2022). Nevertheless, due to the politically incentivized M&As done in 

China, the return on South Korean M&As is still expected to be higher, as can be seen 

in hypothesis 3.  

  

H3: Deals done with a Chinese acquirer generate lower CARs as compared to deals 

involving a South Korean acquirer.  

 

3. Data  

  

In the following section an overview is provided of the selection methods for the 

data. The procedures used mostly follow those such as outlined by Bessler et al. 

(2020). Moreover, in this section information and descriptive statistics are provided 

for the dependent, independent and control variables.  
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3.1. Data description  

 

Almost all the data used for the research has been obtained from Refinitiv’s 

EIKON database. The exception to this is the data regarding the founding date of the 

acquirer in a few instances. This data was found by using Yahoo Finance and 

Bloomberg. The sample consists of M&As announced in the ten-year period lasting 

from 01-01-2013 until 01-01-2023. Additionally, the dataset only includes deals 

announced between companies that have their headquarters in East Asia. Due to a 

large amount of incomplete information, observations from Mongolia, North Korea, 

Taiwan and Japan were excluded from the dataset, leaving only Greater China 

(including Hong Kong) and South Korea. The acquiring company must be publicly 

listed, so that the information regarding the stock prices in the period surrounding the 

event can be obtained. However, the target includes both public and private firms. 

Furthermore, the deal value must be at least 1 million USD and the deal must have 

been completed. The initial dataset consisted of 12,469 observations (including 

private acquirers and other countries in East Asia). After filtering out the missing 

values and private firms, 469 deals remain in the dataset. It needs to be noted that 

during the filtering process one observation got removed regarding a deal done by 

Lumens Co Ltd. This company only went public in 2020 and thus was private during 

the time of the M&A announcement (22-12-2014). Henceforth, no data regarding the 

PermID could be obtained. Secondly, there were 3 companies that had their 

announcement date prior to their founding date and for one company no information 

regarding their founding date could be retrieved. Accordingly, these observations 

were also deleted from the dataset. Of the remaining 469 deals, 261 have a positive 

CAR [-3; +1] and 201 a negative CAR [-3; +1]. The filtering process can be seen in 

Table 1.  
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Table 1. Selection criteria sample 

 
Criteria                   Deals remaining 

Deals announced in East Asia 12,469 

Market capitalization of the buyer available 4,383 

Total assets and liabilities of the buyer available 1,325 

Acquirers PermID available 1,324 

Number of employees of the buyer available 713 

Founding date buyer available 709 

Fully paid in either shares or cash 580 

Change in stock prices [-3; +1] & [-1; +3]: ≠ 0 462 

Final dataset 462 

  

Source: author’s own research. 

 

3.2. Variables  

 

3.2.1. Dependent variable  

In this event study the dependent variable refers to the percentage increase in share 

price in the time period three day before the deal announcement to one day after the 

deal announcement [-3, +1]. The share price of both dates has been obtained from 

EIKON and the percentage change has been calculated as follows:  

 

(1)  

 

 

The observations that had a CAR of exactly zero were discarded as mentioned in 

Table 1. This was done as it can be assumed that either the data retrieved from 

Refinitiv’s EIKON was incorrect or the market already had perfect information about 

the announcement of the M&A, in which case including these deals in the research is 

not useful. Subsequently, the percentage change in stock price has been divided into 

two categories: positive and negative. This is done as the average CAR [-3; +1] of all 

the deals is close to zero (mean=1.413), thus the results of the regression are likely to 

be insignificant when not split into positive and negative. More importantly, when 
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running separate regressions, a more nuanced picture can be obtained of the effect of 

different actors which impact the CAR.  

Finally, to check the robustness of the findings, the regressions are also run using 

the time window [-1; +3], which follow the same calculation method as in formula 1.  

 

3.2.2. Independent variables  

The first independent variable measures size, in terms of market capitalization in 

million USD (MarketCap), of the acquirer four weeks prior to the announcement of 

the deal. It is calculated by multiplying the number of outstanding shares by its 

corresponding share price on the respective day. The variable has been winsorized at 

the 95% level to get rid of the few large outliers present in the sample, which greatly 

reduced the skewness and kurtosis of the variable.  

The second independent variable is the method of payment. As this is a categorical 

variable, a dummy variable needs to be used, which is specified as follows:  

 • Payment method= [shares=0, cash=1]  

All the observations which could not be specifically categorized as either fully shares 

or fully cash have been removed from the data set, as described in Table 1.  

 

3.2.2. Independent variables  

The first independent variable measures size, in terms of market capitalization in 

million USD (MarketCap), of the acquirer four weeks prior to the announcement of 

the deal. It is calculated by multiplying the number of outstanding shares by its 

corresponding share price on the respective day. The variable has been winsorized at 

the 95% level to get rid of the few large outliers present in the sample, which greatly 

reduced the skewness and kurtosis of the variable.  

The second independent variable is the method of payment. As this is a categorical 

variable, a dummy variable needs to be used, which is specified as follows:  

• Payment method= [shares=0, cash=1]  

All the observations which could not be specifically categorized as either fully 

shares or fully cash have been removed from the data set, as described in Table 1.  
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3.2.3. Control variables  

In this research three company specific control variables are used, namely; Debt, 

Employee and Age. These control variables are similar to the firm specific control 

variables used in other studies, for example Vagenas-Nanos (2020); Caneghem and 

Luypaert (2017); and Bessler et al. (2020). The variable Debt refers to the debt ratio 

of the acquiring firm, which has been obtained by taking the ratio of total assets to 

total liabilities during the year of the announcement. The control variable Age refers 

to the age of the company during the time of the announcement and has been found 

on Refinitiv’s EIKON by taking the difference in founding date and announcement 

date in completed years. Finally, the variable Employee refers to the number of 

employees working at the acquiring firm during the year in which the deal was 

announced.  

In this research, the control variable Employee has been winsorized at the 95% 

level. This has been done to address the presence of a few large outliers, which 

substantially inflated the skewness and kurtosis of the distribution. Moreover, Debt 

has been winsorized at the values of 1 and 0.  

As a final step, the variables Employee and Age have been transformed by taking 

the natural logarithm, with as goal of making the distribution of these control variables 

normal. This approach is common in this field of research, as can be observed from 

amongst others Bessler et al. (2020) research, in which they take the natural logarithm 

of overall asset value as a measure of firm size.  

  

3.3. Sample distribution  

Table 2 indicates the proportion of the deals per headquarter nation. As can be 

observed from the data, the majority of deals have been made by South Korean 

companies (58.87%). Furthermore, it is noteworthy that 58.87% of the target 

companies are also based in South Korea. From the deals made by Chinese acquirers, 

four were initiated by Hong Kong companies. As for the targets, three companies from 

Hong Kong were involved.  
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Table 2. Distribution of acquirer and target headquarter  

 Acquirer                                                       Target  

Acquirer 

headquarter 

Frequency % of total 

 

Target Headquarter Frequency % of total 

South Korea 272 58.87 

 

South Korea 272 58.87 

Greater China 190 41.13 

 

Greater China 190 41.13 

Total 462 100% Total 462 100% 

Source: author’s own research.  

 

Table 3. Distribution of the acquirers and targets macro-industry 

  
 Acquirer   Target  

Acquirer macro-

industry 

Frequency % of 

total 

Target macro-

industry 

Frequency % of 

total 

      

Industrials 103 22.29 Industrial 94 20.35 

High Technology 82 17.75 High Technology 91 19.70 

Materials 57 12.34 Materials 52 11.26 

Financials 49 10.61 Financials 40 8.66 

Products & Services 32 6.93 Products & Services 35 7.58 

Consumer Staples 26 5.63 Healthcare 34 7.36 

Energy & Power 24 5.19 Consumer Staples 27 5.84 

Media & 

Entertainment 

22 4.76 Media & 

Entertainment 

25 5.41 

Telecommunications 19 4.11 Energy & Power 20 4.33 

Retail 15 3.25 Real Estate 15 3.25 

Real Estate 3 0.65 Telecommunications 15 3.25 

   Retail 14 3.03 

Total 462 100 Total 462 100 

Source: author’s own research.  

 

Table 3 displays the frequencies and the percentage of total deals per industry. As 

can be seen from the table the majority of the acquirers as well as targets are operating 

in the “Industrials” macro industry. This is closely followed by “High Technology”. 

This is in alignment with the expectations as South Korea is a prominent player in the 

High Technology sector and Greater Chinese firms are incentivized by the 

government to pursue M&As specifically in this industry.  
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4. Methodology  

 

4.1. Event study methodology and time window  

In this research a nested methodology will be adopted, combining elements from 

an event study with regression analysis. Events studies are often used to analyze the 

reaction of shareholders to M&A announcements (Aybar, Ficici 2009) as it captures 

the immediate effect of the announcement on the stock price by taking a small-time 

window surrounding the event. In this research an event window of [-3; +1] days was 

taken as well as a window of [-1; +3] days, to check the robustness of the prior 

findings. In these time windows, day zero refers to the announcement day of the 

M&A.  

In a perfect world the shareholder reacts instantaneously to the announcement of 

the deal and thus the full effects of the announcement can be captured in a very small-

time window surrounding the announcement. This theory is however less applicable 

in Greater China and especially South Korea due to the presence of data/deal leakage 

(Ke 2022). Prior research found that in the past 20 years South Korea has been 

consistently in the top of countries with the most deal leakages worldwide. In 2019, 

they even had the most leakages worldwide with an estimate of 19.6% leaked deals 

(SS&C, Intralinks 2020). Information leakage results in biased stock prices prior to 

the announcement date. This makes it more difficult to determine the true reaction of 

shareholders on the M&A announcement, as part of the shareholders reaction is 

already reflected in the price prior to the announcement. Henceforth, to control for 

deal leakage a large time window is taken with regards to the days prior to the 

announcement; namely that of [-3; +1].  

  

4.2. Regression models  

Ordinary Least Squared (OLS) is used to analyze the effect of market 

capitalization and payment method on the CAR of the security. The first two 

regressions test the effect of market capitalization and payment method on the CAR 

respectively. The third regression focusses on the effect the method of payment has 

on the CAR in the two different geographical areas and the fourth regression tests the 



Kimberley Jasmijn RIJSKAMP 

22 

effect of geographical area on the CAR in general. The first hypothesis will be tested 

by utilizing the following regression model: 

 

(1) 𝑅𝑖[−3; +1] = 𝛽0 + 𝛽1𝑀𝑎𝑟𝑘𝑒𝑡𝐶𝑎𝑝𝑖 + 𝛽2ln(𝐴𝑔𝑒𝑖) + 𝛽3𝑙𝑛(𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑒𝑖) + 𝛽4𝐷𝑒𝑏𝑡𝑖 + 𝜀𝑖 

 

In this model 𝑅𝑖[−3; +1] relates to the percentage change in stock price three day 

prior to the announcement and one day after, for security i. Secondly, 𝑀𝑎𝑟𝑘𝑒𝑡𝐶𝑎𝑝𝑖 

refers to the market capitalization of the acquiring firm four weeks prior to the 

announcement in million USD. Thirdly, the first control variable 𝐴𝑔𝑒𝑖 refers to the 

age of the acquiring company, as measured during the year of the announcement. 

Similarly, the control variable 𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑒𝑖 refers to the total number of employees 

that were working for the acquiring company during the year of the announcement. 

The last control variable; 𝐷𝑒𝑏𝑡𝑖 refers to the ratio of total liabilities to total assets of 

the acquiring company. Finally, 𝛽0 is the intercept, 𝜀𝑖 the error term and 𝛽1, 𝛽2, 𝛽3 

and 𝛽4 are the coefficients of 𝑀𝑎𝑟𝑘𝑒𝑡𝐶𝑎𝑝𝑖, 𝐴𝑔𝑒𝑖, 𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑒𝑖 and 𝐷𝑒𝑏𝑡𝑖 

respectively. To test how the payment method of the deal effects the CAR, the 

following regression model will be employed:  

  
(2) 𝑅𝑖[−3; +1] = 𝛽0 + 𝛽1𝑃𝑎𝑦𝑀𝑒𝑡ℎ𝑖 + 𝛽2ln(𝐴𝑔𝑒𝑖) + 𝛽3ln(𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑒𝑖) + 𝛽4𝐷𝑒𝑏𝑡𝑖 + 𝜀𝑖 

  

In this model 𝑃𝑎𝑦𝑀𝑒𝑡ℎ𝑖 is a dummy variable indicating how the deal is paid for. 

It holds a value of one when it is paid by cash and a value of zero when it is paid in 

shares.  

  

The third regression refer to the effect the method of payment has on the CAR in 

the two different geographical areas. This is done by making the second regression 

model conditional on the 𝐴𝑟𝑒𝑎𝑖, resulting in the following regression model:  

  
(3)  (𝑅𝑖[−3; +1] |𝐴𝑟𝑒𝑎𝑖) =  𝛽0 + 𝛽1𝑃𝑎𝑦𝑀𝑒𝑡ℎ𝑖 + 𝛽2ln(𝐴𝑔𝑒𝑖) + 𝛽3𝑙𝑛(𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑒𝑖) + 𝛽4𝐷𝑒𝑏𝑡𝑖 + 𝜀𝑖  

 

The final regression tests whether the location of the acquirer has a significant 

impact on the CAR, irrespective of the method of payment and the acquirers’ market 

capitalization. This is tested by adding 𝐴𝑟𝑒𝑎𝑖 as a dummy variable into the regression. 

The variable is specified as follows:  
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[Greater China=0; South Korea=1]. Accordingly, the regression becomes the 

following:  

  
(4) 𝑅𝑖[−3; +1] = 𝛽0 + 𝛽1𝐴𝑟𝑒𝑎𝑖 + 𝛽2ln (𝐴𝑔𝑒𝑖) + 𝛽3ln (𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑒𝑖) + 𝛽4𝐷𝑒𝑏𝑡𝑖 + 𝜀𝑖  

  

4.3. Descriptive statistics  

In order to perform an OLS regression, the variables need to be tested for amongst 

others skewness and kurtosis. This will be done in the following section.  

Table 4 indicates the company characteristics of the acquiring firm. The variables 

Debt and ln(Employee) both have a kurtosis less then, but close to, three. This 

indicates that the distribution is slightly leptokurtic, meaning the tails are heavier as 

compared to normal. The variable ln(Age) has a kurtosis approximately equal to 3, 

indicating that it is mesokurtic. The only relevant variable which has a relatively high 

kurtosis is MarketCap, with a value of 9.569. This is significantly different from 3 

which may become a problem when performing OLS regressions. The second 

independent variable PayMeth also has a high kurtosis but since this is a dummy 

variable analyzing the kurtosis is not relevant. The variable Area on the other hand 

has a relatively low kurtosis but again this is a dummy variable thus the low kurtosis 

is not a cause for concern.  

When analyzing the skewness; ln(Employee), ln(Age), Debt and Area all have a 

skewness within the range [-1; +1], indicating that they are not significantly skewed. 

The variable MarketCap on the other hand is more problematic, with a positive 

skewness of 2.768. The skewness for PayMeth is also significant with a value of 

3.605. This indicates that a disproportionate number of deals had a value of one. This 

can also be inferred by analyzing the mean of the variable, which is .936. This 

indicates that 93.603% of the deals are paid fully with cash and the remaining 6.397% 

of the deals are fully paid for by shares, referring to 439 and 30 deals respectively. 

The limited sample of share deals makes it difficult to make good inferences of the 

findings; hence, reducing the external validity of the research.  

In conclusion, based on the shape of the distribution of the independent and 

control variables, it can be assumed that OLS is appropriate, as the majority of the 

data is normally distributed. Nevertheless, caution needs to be taken in making 

generalizable conclusions based on the method of payment.  
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Table 4. Characteristics of the acquiring firm  
  

Mean Median Min Max Std. Dev Skewness Kurtosis 

MarketCap  2,265.004 541.834 .847 1,7942.32 4457.977 2.74159 9.409603 

PayMeth  .9372294 1 0 1 .2428128 -3.605275 13.99801 

ln(Employee)  6.585412 6.629342 1.386294 10.04238 1.841969 -.1548768 2.801392 

ln(Age)  3.059475 2.995732 .6931472 4.644391 .6538184 -.0362967 3.0266 

Debt  .5487853 .5523402 0 1 .2718825 -.1226338 2.171656 

Area  .5930736 1 0 1 .4917935 -.3789171 1.143578 

The variables MarketCap, Debt and ln(Employee) are winsorized at the 95% level. ln(Age) has one 

missing variable as one buyer has an age of zero; consequently, the natural log cannot be taken.  

Source: author’s own research. 

 

4.4. Further assumptions  

In order to apply OLS, a couple of other assumptions need to hold, as outlined by 

Gauss-Markov. These assumptions include the following; (1) the error terms should 

be uncorrelated, (2) the sample is independent and identically distributed (i.i.d.), (3) 

must have finite fourth moments, (4) contain no multicollinearity and (5) have a 

constant variance in the error terms (Hanck et al., 2023).  

The third assumption has already been tested in section 4.3, and shows that 

besides for the variable MarketCap, the distribution of the variables can be assumed 

to be normal. The sample can further be assumed to be mostly i.i.d., as all the deals in 

the time period, for which information was available, have been included in the 

sample. There was however a lot of missing data for all the deals, so many 

observations had to be removed, which may have introduced a bias into the sample, 

as there could be an underlying reason for the absence of certain information. The 

fifth assumption regarding endogeneity is outside the scope of this analysis, as the 

data is cross-section of nature which makes directly testing for endogeneity using 

longitudinal techniques nonfeasible. The final two assumptions regarding 

heteroscedasticity (assumption 1) and multicollinearity (assumption 4) will be 

discussed in the following sub-sections.  
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4.5. Heteroscedasticity  

An important assumption that needs to hold in order to perform OLS is that the 

data is homoscedastic. Therefore, a Breusch-Pagan test has been performed. A Chi-

square value of 13.62 was found, which is statistically significant at the 1% level. This 

indicates that the null hypothesis of equal variances is violated and thus there is a 

problem of heteroscedasticity. To correct for this, the White robust standard error will 

be used throughout the regressions.  

  

4.6. Correlation analysis  

Secondly, in order to fully understand the effect of the independent and control 

variables, it is important that these are not highly correlated. Hence, no 

multicollinearity should be present in order to apply OLS techniques. To test this, a 

Pearson correlation matrix has been created as can be seen in Table 5. The majority 

of the variables have a correlation close to zero, which indicates that performing OLS 

will not be problematic. The variables with the largest correlation are MarketCap and 

ln(Employee) with a correlation of 0.413 and ln(Employee) and Area with a 

correlation of -0.3863. When taking the commonly used threshold of 0.7, the 

correlations are still a lot lower. Thus, indicating that in this sample multicollinearity 

is not a substantial problem.  

 A second way to test for multicollinearity is by using VIF values, which are 

displayed in Table 6. As can be seen from the table, all VIF values are far below 10 

which is indicative of no substantial multicollinearity, confirming our prior 

predictions.  

 

Table 5. Correlation matrix  
 MarketCap PayMeth ln(Employee) ln(Age) Debt Area 

MarketCap  1      

PayMeth  -.1476 1     

ln(Employee)  .4160 -.0668 1    

ln(Age)  .0985 -.1019 .1258 1   

Debt  .0835 .0394 -.0356 -.0686 1  

Area  .0835 -.1605 -.3863 .3994 .0789 1 

Source: author’s own research.  
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Table 6. Variance Inflation Factor  
Variables  VIF 1/VIF 

MarketCap  1.21 .826044 

PayMeth  1.06 .943577 

ln(Employee)  1.69 .590661 

ln(Age)  1.36 .735376 

Debt  1.03 .969696 

Area  1.70 .588659 

Source: author’s own research. 

 

5. Results  

5.1. The effect of market capitalization on CAR  

Firstly, the effect of market capitalization on the CAR for the time window [-3 

+1] is analyzed and the results are displayed in Table 7, models 1.1 and 1.2. Having a 

high market capitalization has a considerable negative effect on the CAR during the 

announcement period, given the CAR is positive. On average an increase in market 

capitalization of 1 million USD reduces the CAR by 0.001 percentage point (pp) 

ceteris paribus. This effect is significant at the 10% level, thus providing support for 

H1. The model itself is also significant at the 1% level, indicating that the model does 

a good job in explaining the change in CAR [-3: +1], given it is positive. This is in-

line with the findings of Vagenas-Nanos (2020) and Dong et al. (2006). The argument 

is that the agency problem tends to be greater in firms with a higher market 

capitalization, thus they may undergo an M&A even though it is not in the best interest 

of the company. Secondly, managerial hubris is greater in larger companies, resulting 

in managers being overconfident in benefitting from synergies. Finally, managers may 

prefer to undertake an M&A as a way to spend cash as opposed to paying out 

dividends.  
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Table 7. The effect of market capitalization and payment method on the CAR [-

3; +1]  

 
 Positive CAR  Negative CAR  Positive CAR  Negative CAR  

Event window  [-3: +1]  [-3; +1]  [-3; +1]  [-3: +1]  

Model                        1.1                             1.2                             2.1          2.2  

MarketCap  -.0001033*  .0001309**      

  (.0000615)  (.0000517)      

PayMeth      .4270037  2.613482  

      (1.525166)  (4.444161)  

ln(Age)   1.290771*  -.3588252  1.269302  .5313654  

  (.7511388)  (.2278976)  (.7733903)  (.5829896)  

ln(Employee)  -1.091434***  .5075242  -1.20874***  -.2049944  

  (.3683914)  (.569336)  (.3431979)  (.1965734)  

Debt  -.7938067  .7908541  -.9703711  .8409612  

  (1.910692)  (1.288616)  (1.898631)  (1.137531)  

Constant   10.04586***  -4.603193***  10.35358***  -7.915493  

  (3.123245)  (1.666514)  (3.306065)  (5.489962)  

Observations  261  200  261  200  

R-squared  .0767  .0198  .0743  .0198  

F-statistic  6.69***  1.78  4.06***  .41  

 *, **, *** Statistically significant at the 10%, 5% and 1% level respectively. The value in brackets 

indicates the robust standard error.    

Source: authors’ own research 
 
 

The effect of market capitalization on the CAR given it is negative is analyzed in 

model 1.2. In the model, the effect of market capitalization is positive, as an increase 

of 1 million USD leads to an increase in CAR [-3; +1] of 0.001pp ceteris paribus. This 

effect is significant at the 5% level. This finding opposes the previous findings in 

model 1.1; hence, following these findings H1 should be rejected. A plausible 

explanation for this reverse relationship is related to the risks attached to holding a 

share in a low-market capitalization company. Small-cap firms tend to have greater 

than average volatility in stock prices as compared to high-cap firms (Jackson, Curry 

2023). This is the case due to amongst others the small-cap firms being more illiquid, 

having less access to capital and being less diversified, thus bearing greater risks 

(Jackson, Curry 2023). This would explain the findings that either being a small-cap 

firm leads to significantly high returns given the return is positive and significantly 

negative returns when the CAR is negative as compared to high-cap firms.  
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Table 8. The effect of market capitalization and payment method on the CAR [-

1; +3]  
CAR  

  Positive CAR  Negative CAR  Positive CAR  Negative 

CAR  

Event window  [-1: +3]  [-1; +3]  [-1: +3]  [-1; +3]  

Model                             1.3                     1.4                     2.3  2.4  

MarketCap  

  

-.0000805*  .0000282      

 (.0000442)  (.0000641)      

PayMeth      -1.54332  7.112388  

      (1.496123)  (6.608218)  

ln(Age)  

  

.2745937    

  

.9029833  .2058495  1.195744  

 (.4250506)  

  

(.6899694)  (.4370793)  (.860728)  

ln(Employee)  

  

.0047143  .1383216  -.0954719  .1905204  

 (.1966228)  (.2808139)  (.1801971)  (.2341683)  

Debt  -1.827164  1.678606  -2.030203*  1.453603  

  (1.20147)  (1.595453)  (1.17747)  (1.336235)  

Constant  

  

5.429724**  -8.927421***    7.617433***  -

16.81169***  

 (2.253336)  (2.192649)  (2.741946)  (8.526416)  

Observations  252  209  252  209  

R-squared  .0200  .0148  .0221  .0675  

F-statistic  2.10*  1.78  1.20  1.76  

*, **, *** Statistically significant at the 10%, 5% and 1% level respectively. The value in brackets 

indicates the robust standard error.   

Source: authors’ own research 

 
The effect of market capitalization on the CAR is also analyzed in Table 8 models 

1.3 and 1.4, for the time window [-1; +3]. The results are largely in line with the 

previous findings. MarketCap also has a negative effect on the CAR, given this is 

positive. This time an increase of 1 million USD in MarketCap amounts to a decrease 

in CAR [-1; +3] of -.0001pp ceteris paribus.  

It can be concluded that having a high market capitalization indeed reduces the 

CAR, but this only holds for a CAR that is positive. Hence, H1 is only supported in 

case the CAR is negative.  
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5.2. The effect of payment method on CAR  

Secondly, the effect of the payment method on the CAR [-3; +1] is analyzed in 

Table 7 models 2.1 and 2.2. It is hypothesized that deals paid fully in cash will result 

in a higher CAR, due to a lower chance of the buyer being overvalued. It is found that 

deals paid fully in cash indeed result in higher CARs [-3; +1] given the CAR is 

positive as well as negative. When the CAR [-3; +1] is positive, paying in cash leads 

to an increase in CAR of 0.427pp ceteris paribus and when the CAR [-3; +1] is 

negative, paying in cash results in an increase of 2.613pp ceteris paribus. This is in-

line with the findings of amongst others Bessler et al. (2020). The effect of the 

payment method is however insignificant at the 10% level, given the CAR is negative 

as well as positive.  

After closer inspection of the data, it is found that the deal which led to the lowest 

CAR [-3; +1] in the sample was paid for by shares. The deal in the sample which 

resulted in the highest CAR [-3; +1] on the other hand was paid for by cash, again 

providing support for H2.  

Models 2.3 and 2.4 in Table 8 analyze the effect of payment method on the CAR 

[-1; +3]. Although insignificant, it is interesting to note that paying with cash in this 

case results in a lower CAR as compared to deals paid for in shares, given the CAR 

is positive. Concretely, paying with shares will lead to a reduction in CAR [-1; +3] of 

1.543pp ceteris paribus. This opposes the findings from Table 7. The effect of paying 

cash is nevertheless still positive given the CAR is negative, which is in-line with the 

previous findings, but also in this case the effect is found to be insignificant, thus no 

real inferences can be made.  

It can therefore be concluded that there is insignificant evidence to reject our null 

hypothesis. Henceforth, no evidence is found that cash deals result in significantly 

higher CARs for the acquiring firm. A plausible explanation for the low statistical 

significance is that only a small number of deals are paid for fully in shares, 

specifically only 6.277%. This entails that the population parameters have low 

precision and hence have high p-values, which increases the chance of obtaining 

insignificant findings. A second explanation may be that Area acts as a moderator 

which causes the average difference in CAR to be close to zero. Thus, to test this 

hypothesis PayMeth is analyzed for Greater China and South Korea separately. The 
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regression can be found in Table 9. This time around the regression of payment 

method on the CAR [-3; +1] is not split into positive and negative as this would further 

reduce the already limited number of cash deals, which would plausibly lead to 

inaccurate/insignificant results. For the effect of payment method on the CAR [-3; +1] 

in Greater China, no significant difference between the return based on payment 

method is found. Notwithstanding, the coefficient for PayMeth is positive, which 

indicates that cash payment results in higher short-term returns, which is in-line with 

the predictions. This effect is robust for the time window [-1; +3].  

The case is different for South Korea. Here it is found that paying for a deal by 

shares increases the CAR [3; +1] with 3.090pp ceteris paribus. This effect, as well as 

the model itself, are significant at the 5% level. Moreover, the findings are robust with 

regards to the time widow [-1; +3]. This opposes the majority of the empirical 

evidence that recommends cash deals for achieving a higher short-term return.  

There is however a small niche of literature that provides support for the finding 

that share deals lead to a higher CAR, with regards to the high tech/R&D heavy 

industries. Previous literature by Kohers and Kohers (2000) report for instance that in 

the High Technology industry the CARs are relatively high (see also section 6.4), and 

are not dependent on the payment method. Officer, Poulsen and Stegemoller (2009) 

even reports higher returns in stock-swap acquisitions of targets with idiosyncratic 

return volatility and high R&D intensity.  

The first explanation is that the shareholders from the target firm are more prone 

to keep a stable level of ownership when the deal is financed with shares being 

important and beneficial due to the complexity of the industry (Shantanu, Vinod 

2009). The second reason is related to risk. In the High Technology industry risk tends 

to be higher, thus share payments offer the opportunity to share the risk of 

overvaluation of the target firm (Hansen 1987) and to lower information asymmetries 

(Officer et al. 2009). Finally, in cash deals it often happens that the top management 

of the target firm changes, which may be problematic in the post-acquisition phase for 

High Technology companies (Shantanu, Vinod 2009).  

As South Korea is a large player in the High Technology industry, the returns tend 

to be higher in this industry and share deals are more frequent (Shantanu, Vinod 

2009), which may explain why they result in a higher CAR.  
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Moreover, it can be the case that due to certain cultural values in South Korea, 

shareholders are less likely to be of the opinion that the acquiring firm is overvalued. 

South Korea is one of the most pragmatic countries worldwide, with a score of 100 

out of 100 on the Hofstede dimension of Long-Term Orientation (Hofstede Insights 

2023). This entails that companies prioritize steady growth as opposed to one-off 

profits. Moreover, they care for the society and their stakeholders whilst keeping the 

future in mind (Hofstede Insights 2023). M&As fully paid for in shares create a shared 

interest in the company thus long term relationships can be built between the acquirer 

and target which might be more valuable in South Korea as compared to other 

geographical areas, including but not limited to Greater China. Despite these possible 

explanations, further research is necessary to make a clear inference about the causes 

of the finding that share payments lead to a significantly higher CARs [-3; +1] as 

compared to other countries.  

 

Table 9. Effect of the method of payment on the CAR per geographical area  
CAR  

  Greater China  South Korea   Greater China   South Korea   

Event window  [-3: +1]  [-3; +1]  [-1; +3]  [-1; +3]  

Model                      3.1                        3.2                        3.3      3.4  
PayMeth  17.19833  -3.090034**  25.97437  -3.957208***  

  (12.09201)  (1.360902)  (17.1373)  (1.512231)  

ln(Age)   1.019362    .0586436  1.393091  -0.137145  

  (1.093665)  (.7924643)  (1.176466)  (.53481)  

ln(Employee)  -.7357823*  -.729295**  .0484399  -.1049165  

  (.4035757)  (.3449318)  (.3278472)  (.2260547)  

Debt  -.9952851  1.326164  .2468822  -1.105305  

  (1.786293)  (2.324006)  (1.714678)  (1.47852)  

Constant   -12.96592  8.103987***  -28.64271  5.46953  

  (13.317)  (3.077965)  (18.38481)  (2.992162)  

Observations  188  273  188  273  

R-squared  .0993  .0263  .1706  .0327  

F-statistic  1.55  2.66**  .83  1.90  

*, **, *** Statistically significant at the 10%, 5% and 1% level respectively. The value in brackets 

indicates the robust standard error.  Source: authors’ own research   
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5.3. CAR in Greater China vs South Korea  

The differences in CARs between South Korea and Greater China are analyzed in 

Table 10, by the inclusion of a dummy variable indicating the origin of the acquirer.  

 

Table 10. Effect of geographical area on the CAR  
 

CAR  

  Positive CAR  Positive CAR  Negative CAR  Negative CAR  

Event window  [-3: +1]  [-3; +1]  [-3; +1]  [-3; +1]  

Model                         4.1                           4.2                        4.3   4.4  

Area  1.752234*  -.8456612  1.799378**  1.649981**  

  (.9233066)  (.9708889)  (.8922028)  (.7741221)  

ln(Age)       1.5637*    .0159543  

    (.9170019)    (.5470548)  

ln(Employee)    -1.316815***    -.0691867  

    (.3662225)    (.2099075)  

Debt    -.9005776    .5925163    

    (1.898406)    (1.244085)  

Constant   5.085405***  11.01327***  -5.771935***  -5.605944***  

  (.489262)  (2.885837)  (.7710012)  (1.693224)  

Observations  261  261  201  200  

R-squared  .0119  .0758  .0230  .0236  

F-statistic  3.60*  4.07***  4.07**   1.22  

*, **, *** Statistically significant at the 10%, 5% and 1% level respectively. The value in brackets 

indicates the robust standard error. Area is a dummy variable which equals to one when the company 

is from South Korea. Source: authors’ own research   

 

In models 4.1, 4.2 and 4.4, Area is positive and significant at the 10% level for 

the prior model and at the 5% level for the latter two models. This indicates that being 

an acquirer from South Korea increases the CAR [-3; +1] in these cases. After adding 

all the control variables in the regression, for the case in which the CAR is positive, a 

different picture emerges. As seen in model 4.2, the effect of Area on the CAR turns 

negative, albeit that this effect is insignificant at the 10% level. Comparable results 

are found when analyzing the effect of the Area on the CAR for the time window [-1; 

+3], as analyzed in Appendix A. For this time window a positive relationship is found 

between Area and the CAR, given the CAR is negative. Given the CAR is positive no 

statistically significant relationship is found between Area and the CAR. The reason 
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being that politically incentivized M&As in Greater China have a non-economic 

motive according to Gordon and Milhaupt (2018). Therefore, it is plausible to assume 

that most of the NSBs realize negative CARs; hence, the negative effect associated 

with these NSBs is only observable in case the CAR is negative. Thus, deals related 

to positive CARs are likely not done by NSBs and therefore no significant difference 

in the realized CARs is observable between Greater China and South Korea.  

It can be concluded that hypothesis 3 is partially supported, as South Korean firms 

do tend to outperform Greater Chinese firms when the CAR is negative, but this effect 

no longer holds given the CAR is positive.  

 

5.4. CAR in the Media and Entertainment & High Technology Industry  

The Technology, Media and Telecommunications (TMT) industry is rapidly 

advancing and gaining an increasing share in the worldwide M&A market 

(PricewaterhouseCoopers 2022). One of the key leaders in this industry is South 

Korea. Their dominant position has grown large over the past years, with the 

increasing popularity of South Korean dramas, music, games, etc. Moreover, South 

Korea benefits from a good ICT infrastructure, which makes it an even better country 

for companies within the TMT sector to flourish (International Trade Administration 

2022). The popularity of this industry is also reflected in the amount of M&As within 

this field. In the sample, 21 out of the 23 buyers that operate in the Media and 

Entertainment industry are from South Korea. Because of the increasing popularity of 

South Korean TMT companies and the positive future outlooks, it is expected that the 

CAR will be higher for this industry as opposed to other industries. In China on the 

other hand, the TMT industry is less developed which is reflected in the number of 

deals that occurred in this area. The two Greater Chinese acquirers operating in the 

TMT industry in the sample are Bluefocus Commun Grp Co Ltd and Shanghai New 

Culture Media. The deal initiated by the prior acquirer reached a CAR of 2.840, which 

is slightly above the average CAR of all other industries in the sample. The latter deal 

resulted in a CAR of 7.536, which is far above average.  

To test the hypothesis that the average CAR is greater in the Media and 

Entertainment industry as compared to the other industries, a two-sample t-test is 

performed. As the ratio between the sample variances is less then 4, equal population 

variances can be assumed. Thus, the following formula will be applied: 
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, where 𝑠𝑝
 2 is the pooled standard deviation, which is equal to:   (2)  

 
 

𝑠𝑝
 2       (3)  

 

 

The test statistic becomes:    

 

 

The critical value is equal to 𝑡23+446−2,0.05 ≈ 1.645. As the test statistic is greater 

than the critical value, the null hypothesis of equal means can be rejected. In 

conclusion, there is significant evidence that the mean of Media and Entertainment is 

greater than that of the category Others. This is in-line with the previously stated 

predictions.  

A second particularly interesting industry is the High Technology industry. This 

industry is of importance in both countries. In China this is reflected in the incentives 

offered by the government such as those outlined in the Made in China 2025 initiative. 

South Korea is also a prominent leader in the High Technology industry. In the past 

couple of years, they have consistently been ranked in the top 10 of the Global 

Innovation Index (World Intellectual Property Organization 2022). As this industry is 

important to both countries, and has grown substantially in the past decade, it is 

expected that the CAR in this industry will be higher as compared to that of other 

industries within the sample. To test the difference in means between Media & 

Entertainment and the category Others, formula 2 and 3 will be applied. The 

calculations can be found in Appendix B.  

The test statistic of 5.703 is greater than the critical value of 1.645, thus we can 

reject the null hypothesis of equal means. In conclusion there is significant evidence 

that the mean CAR [-3; +1] of the High Technology industry is greater than that of 

the category Others, which is in-line with the theoretical predictions. Previous 

√ 𝑠 𝑝     2 

𝑛 + 
𝑠 𝑝 2 
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research by amongst others Canace and Mann (2014); Shantanu and Vinod (2009), 

and Kohers and Kohers (2000) also support these findings.  

 

6. Conclusion & implications  

  

6.1. Conclusion  

The main goal of this study was to determine the effect of the acquirers’ market 

capitalization and the method of payment on the short-term return of the acquiring 

company during an M&A announcement in South Korea and/or Greater China. 

Studying these in conjunction is relevant, as the problem of asymmetric information 

increases when the target increases. Asymmetric information in this case refers to the 

target firm having more accurate knowledge about the actual value of its firm. Given 

the asymmetry is high, the acquirer prefers share payments to divide the burden, in 

the case of post-acquisition revaluation. Consequently, the larger the acquiring firm 

ceteris paribus, the less likely shares are used as a method of payment (Hansen 1987). 

Moreover, larger firms tend to have more cash on hand, thus leading them to prefer 

cash payments.  

 

To analyze this, a sample of 462 deals was taken in the time period 01-01-2013 

to 01-01-2023 from Refinitiv’s EIKON. A nested methodology was used, combing 

elements from an event study with regression analysis. It was expected that acquiring 

firms with a high market capitalization will have a lower cumulate abnormal return as 

compared to companies with a low market capitalization. The reason for this negative 

relationship can be attributed to a couple of reasons. Firstly, the agency problem tends 

to be greater in companies with a high market capitalization, leading to a miss-

alignment in incentives. Secondly, managerial hubris tends to be more widely present 

in larger firms, thus they tend to be overconfident in realizing synergies. Finally, these 

companies have more capital available and may therefore be more inclined to acquire 

firms as opposed to increasing shareholder payouts. This research partially supports 

these previous findings, as having a high market capitalization indeed reduces the 

CAR, but this only holds for the case in which the CAR is positive. Given the CAR is 

negative, it was found that having a high market capitalization is associated with a 
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reduction in the negativity of the CAR. Henceforth, small market capitalization firms 

either produce significantly high returns or significantly negative returns, whereas the 

returns for large market capitalization companies are more closely centered at zero. 

These more extreme negative CARs can be explained by the increased risk small-cap 

stocks hold as a consequence of the company being more illiquid, less diversified and 

having on average higher volatility. It can therefore be concluded that H1 is supported 

in the case the CAR is positive, but is not supported in case the CAR is negative.  

Secondly, the effect of paying with shares as opposed to cash on the CAR is 

analyzed. It was expected that paying the deal by using shares will result in lower 

CARs as share payments are often indicative of overvaluation. From the regression it 

was found that paying by using shares indeed results in a lower CAR [-3; +1] given it 

is both positive and negative. Nevertheless, this effect is not statistically significant 

and not robust. Henceforth, no support is provided for H2. Additionally, the effect of 

the payment method is analyzed for the two geographical areas separately. In Greater 

China it was found that paying with cash results in higher CARs, but this effect was 

also found to be statistically insignificant. On the other hand, in South Korea paying 

the deal by using shares results in significantly higher CARs. This can be related to 

the South Korean culture, which scores extremely high on the Hofstede dimension of 

Long-Term Orientation. Moreover, South Korea is a leader in the High-Tech industry 

in which paying with shares is found to be beneficial.  

Thirdly, the effect of the geographical area in general is analyzed. It was found 

that South Korean acquirers on average realize higher CARs as compared to Chinese 

acquirers, in case this is negative. This can be explained by the politically incentivized 

M&As that take place in Greater China, which tend to not be profitable. This explains 

why the CAR in Greater China is lower. Being an acquirer from South Korea however 

does not lead to a significantly higher CAR. Henceforth, H3 is supported in case the 

CAR is negative, but not in the case when the CAR is positive.  

Finally, the industries of Media and Entertainment as well as High Technology 

are analyzed separately and compared to all other industries within the sample. These 

two industries are prominent industries especially in South Korea and have been, and 

still are rapidly developing. Both industries are found to lead to a significantly higher 
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CAR. This is attributable to the increasing popularity and optimistic outlooks in both 

industries.  

 

6.2. Implications for future research  

 

This research comes with certain limitations. First of all, markets may not react 

instantaneously. Although two different time windows were included to analyze the 

effect of the two independent variables on the CAR, more and larger time windows 

can be included to account for this problem.  

Secondly, there are multiple ways to calculate the cumulative abnormal return. In 

this research, simply the percentage difference between the stock price prior to and 

after the announcement is taken, neglecting other effects that may alter the stock price. 

To account for this, a more sophisticated model can be used such as the capital asset 

pricing model (CAPM) or the market model.  

Moreover, the sample included a limited number of deals that were paid for fully 

in shares. This makes it more difficult to make accurate inferences about the effect 

the method of payment has on the CAR. According to previous research the use of 

stock is linked to a lower likelihood of deal completion (Huang et al. 2016). Thus, 

there may be a selection bias present in the sample as these deals are filtered out. 

Therefore, it can be recommended for further research to also include deals which 

were not completed, to increase the number of share deals.  

Finally, more research can be done regarding the reasons between the significant 

difference in CAR between South Korea and Greater China. Specifically, regarding 

why paying with shares results in a higher CAR in South Korea, as this opposes the 

majority of the previous findings. This can be done by including primary data in the 

form of interviews or surveys to figure out the rationale as to why managers decide to 

choose share payments as opposed to cash. Moreover, extra regressions can be run in 

which the CAR is conditional on the payment method. It can be made conditional on 

paying with shares and accordingly can be regressed on for example dummy variables 

for the specific sectors, to test the hypothesis that share payment in the High 

Technology sector are linked to higher CARs.  
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6.3. Managerial implications  

 

This research may be of use to managers in South Korea or Greater China that are 

considering acquiring or merging with another Greater Chinese or South Korean 

company. It provides insights into the shareholders reaction to the announcement 

based on the companies’ market capitalization, method of payment, geographical area 

and sector. For example, smaller companies either reap a high cumulative abnormal 

return, in the case the CAR is positive, but it may well be very negative if the 

shareholders do not react positive. Accordingly, a risk averse manager may decide to 

withhold the decision of acquiring or merging. On the other hand, for large companies 

the announcement is less risky as the return will be more closely centered around zero.  

Besides the benefits to managers, the results may also be of relevance to 

(potential) shareholders. When there is a rumor of an M&A transaction, shareholders 

can evaluate the potential effects of the announcement on their investment and make 

more informed decisions. Additionally, by analyzing the Greater Chinese market and 

the South Korean market separately, shareholders get a better understanding of the 

risks and opportunities associated with these areas. The same holds for the industry in 

which they intent to invest/invested as it was found that investing in Media and 

Entertainment and High Technology on average lead to higher CARs.  

Up until now, the majority of research has focused on the US and other western 

markets. This study contributes to the existing literate by analyzing two major Asian 

markets together as well as separately. This is important as both markets are taking a 

prominent position in the global arena. Therefore, it is necessary to study these 

markets in more depth as there are many differences politically, economically and 

culturally which may make the findings of studies done in western markets 

inapplicable. 
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8. Appendices  

  

Appendix A 

CAR  

  Positive CAR  Positive CAR  Negative CAR  Negative CAR  

Event window  [-1; +3]  [-1; +3]  [-1; +3]  [-1; +3]  

Model                          4.5                                  4.6                        4.7               4.8  

Area  -.338935  - .7731687  1.126977  1.237266*  

  (.6126178)  (.7109764)  (1.021402)  (.7446)  

ln(Age)      .4978569    .4199568  

    (.4682837)    (.638789)  

ln(Employee)    -.173669    .3066227  

    (.1858761)    (.2359261)  

Debt    -2.007737    1.28195    

    (1.186276)    (1.541572)  

Constant   5.255407***  6.241268***  -4.983337***  -9.068382***  

  (.437313)  (2.137488)  (.9284802)  (2.278421)  

Observations  252  252  210  209  

R-squared  .0012  .0189  .0076  .0200  

F-statistic  .31  1.52   1.22  2.55**  

*, **, *** Statistically significant at the 10%, 5% and 1% level respectively. The value in brackets 

indicates the robust standard error. Area is a dummy variable which equals to one when the company 

is from South Korea.  Source: authors’ own research   
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√ 𝑠 𝑝     2 
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Appendix B  

 

Two-sides t-test for the comparison in average CAR [-3; +1] for the High Technology 

industry and Others. The hypothesis is as follows:  

𝐻0: 𝜇𝐻𝑖𝑔ℎ 𝑡𝑒𝑐ℎ = 𝜇𝑜𝑡ℎ𝑒𝑟𝑠  

𝐻1: 𝜇𝐻𝑖𝑔ℎ 𝑡𝑒𝑐ℎ > 𝜇𝑜𝑡ℎ𝑒𝑟𝑠  

The test statistic is calculated as follows:  

, where 𝑠𝑝
 2 is the pooled standard deviation, which is equal to:  

𝑠 𝑝 2 

 

𝑠𝑝
          = (𝑛𝑥+𝑛𝑦−2)= 

 (82+380−2)= 8.81877136. Thus, the test statistic becomes:  

𝑡   

  

The critical value is equal to 𝑡82+380−2,0.05 ≈ 1.645. As the test statistic is greater 

than the critical value, the null hypothesis of equal means can be rejected. There is 

significant evidence that the mean CAR [-3; +1] of High-Tech industry is greater than 

that of the category Others.  
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Aim: The main aim of this article is to examine the impact of financial leverage on firm profitability and 

working capital management of Asia-Pacific (APAC) firms listed in the United States and the United 

Kingdom. 

  

Design / Research methods: The regression analyses are conducted with panel data over the period of 

2013-2022 using the Ordinary Least Squares method. Historical financial data has been obtained by using 

Refinitiv Eikon. In addition to quantitative research, this study also provides case examples. 

 

Conclusions / findings: The findings reveal that for APAC firms listed internationally, financial leverage 

has a negative relationship with firm profitability and a positive relationship with working capital levels. 

The study emphasizes the complex nature of financial leverage as a double-edged sword, capable of 

shaping the trajectories of APAC firms navigating the international business arena. 

 

Originality / value of the article: Although the effect of financial leverage on firm profitability has been 

researched before, it has not been researched on the Asia-Pacific region as a whole, specifically for the 

companies that are listed internationally. Furthermore, the effect of financial leverage on working capital 

management is scant overall and has rarely been examined distinctively, especially in this particular 

geographical region.  

 

Keywords: Leverage, Working Capital Management, Cash Conversion Cycle, Firm Profitability, Asia-
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1. Introduction 

 

Financing decisions made by firms play a pivotal role in attaining an optimal 

capital structure and fostering firm performance. When it comes to debt financing, it 

is first of all concerned with the trade-off between financing costs and gains derived 

from tax shields (Harris, Raviv 1991), and it is important to note that there exists a 

general threshold debt level after which the costs outweigh the gains associated with 

tax-sheltering. Obtaining an adequate debt level and capital structure is, therefore, 

vital for a firm to achieve firm value and profitability, as well as to position itself 

competitively in the market environment. 

Several studies have established approaches to explain the relationship between 

financial leverage and firm profitability. According to Modigliani and Miller (1958), 

a firm’s financing decisions do not impact the firm’s value, including performance, in 

a perfect capital market. This perspective is based on a few assumptions; for instance, 

no taxes or transaction costs being involved, that there is no information asymmetry 

and that agency costs are present. Later, Modigliani and Miller (1963) suggested that 

firms can gain from the tax-deductible interest payments by augmenting debt in the 

capital structure. However, this proposition has been called into question due to its 

assumption of perfect market condition. Actual capital markets are less sophisticated, 

implying that these assumptions might not hold in reality – where markets are 

imperfect and are concerned with agency costs (Jensen, Meckling 1976), moral 

hazards (Greenwald, Stiglitz 1993), and information asymmetry (Stiglitz 1988).  

Moreover, another concept critical for firm performance is working capital 

management and is an important tool for gaining competitive advantage. Working 

capital management (WCM) is vital in firms’ short-term financial management. 

WCM is used by firms to ensure that a company operates efficiently by examining 

and using its current assets and liabilities to maintain adequate cash flow to meet 

short-term operating costs and short-term debt obligations. A company’s net working 

capital consists of its current assets minus its current liabilities. WCM concerns the 

management of operating net current accounts and includes trade-offs. A firm may 

have a sales growth by extending larger amounts of trade credit to its customers, which 

increases accounts receivable; however, this might also be risky in terms of collection. 
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When a firm maintains minimum levels of inventory, it may increase its profits, but 

could cause operational issues if there are any shortages. A firm’s profitability might 

grow by delaying payments of the accounts payables and making use of trade credits, 

but this poses a risk to the credibility of the firm, which might cause issues in the long 

run.  

WCM and profitability are critical indicators of a firm’s financial performance. 

By understanding how leverage affects these variables, firms can better manage their 

financial resources and optimize their performance. Moreover, firms can manage their 

financial risk more effectively and make informed decisions about their capital 

structure when the relationship between financial leverage and both WCM and profits 

is studied. 

The study of the relationship between financial leverage and WCM is rather 

limited as a whole. Both aforementioned relationships lack studies in the rapidly 

growing Asia-Pacific (APAC) region. The APAC region includes nearly 50 nations, 

primarily from Eastern Asia, South Asia, and Oceania. APAC economies are 

generally growing economies and are of great interest for foreign markets to enter. 

However, gradually, APAC firms are also engaging in outward foreign direct 

investment whilst this is currently underexplored (Paul, Benito 2017).  

The structure of the paper is as follows. The subsequent section presents the 

theoretical background, literature review, and hypotheses. The third section then 

introduces the research methodology, which includes the data and models used in this 

study. This is followed by a description and a discussion of the empirical results of 

the research in the fourth section. The paper finally ends with the limitations and 

conclusions of this study and proposes directions for future research.   

This study contributes to literature by empirically presenting new evidence on the 

relationship between financial leverage (Debt-to-Equity Ratio) and both firm 

profitability (Return on Assets) and WCM (with Cash Conversion Cycle used as a 

measure). The analysis covers the period from 2013 to 2022 and focuses on APAC 

firms listed on major international exchanges in the United States and United 

Kingdom. Panel data analysis is employed to examine these relationships. The sample 

thus includes 52 firms headquartered in the APAC region that are listed on British and 

American stock exchanges, with data from the period of 2013-2022. The main APAC 
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countries included in the sample are Australia, China, Hong Kong, India, Macau, 

Malaysia, Singapore, Taiwan, and Thailand. 

Research has been done on the aforementioned relationship locally, in countries 

in the APAC region separately, merely in Malaysia, Pakistan, and India. Also, general 

research has been done on European and US firms expanding to the APAC region, 

but not the other way. Interestingly, APAC firms internationalizing to (and listing in) 

Europe and the US is a recent trend. Furthermore, limited research has been done on 

firms that are cross-listed in the US or the UK, especially originating from the APAC. 

Hence, this study aims to understand the performance of the APAC firms listed merely 

abroad, or cross-listed abroad. This will be comprehended by researching how their 

financial leverage is affecting the WCM and profitability of firms in these countries. 

Although the effect of leverage on profitability has been researched before, it has not 

been researched on the APAC region as a whole, specifically the companies that are 

listed abroad. Moreover, research on the effect of leverage on WCM is scant, implying 

the research gap. These gaps in the research henceforth motivate the research topic. 

This study, therefore, aims to answer the following research question “How does 

financial leverage affect profitability and the working capital level of firms from the 

APAC region that are listed in the United States and United Kingdom?” In order to 

answer the research question, a quantitative research approach will be used. First the 

descriptive statistics will be sought for, followed by a correlation analysis. Finally, a 

regression analysis for which the Ordinary Least Squares (OLS) regression model will 

be used to find out the relationship and the extent of the impact of financial leverage 

on firm profitability and WCM. 

The dependent variables in this study will therefore be firm Return on Assets (for 

profitability) and Cash Conversion Cycle (as a measure of WCM) and the independent 

variable would thus be financial leverage. Control variables included in this research 

will be firm age and firm size. In addition to this, the COVID-19 years will be 

examined by means of a dummy variable to determine any potential alterations in the 

relationships during times of crisis. 
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2. Theoretical background, literature review and hypotheses 

 

The Modigliani and Miller (1958) theorem suggested that the financial structure 

has no effect on firm value. However, several theoretical works, older and more 

recent, have argued against on financial structure in economic terms. Some studies 

have already been conducted on the effect of financial leverage on firms’ profitability. 

Many suggest that there indeed is a relationship present between the two.  

Based on these papers, researchers state that there is a negative relationship 

present between financial leverage and firm profitability, however some papers 

support a positive relationship between the two variables. The majority of papers 

concerning leverage and firm profitability in developing nations lean towards a 

negative relationship between the two (Majumdar, Chhibber 1999; Chiang et al. 2002; 

Abor 2007; Zeitun, Tian 2007; Foong, Idris 2012). However, research on the same 

variables in developed regions are more mixed (Wald 1999; Frank, Goyal 2003; 

Berger, Bonaccorsi di Patti 2006; Yazdanfar, Ohman 2015). 

This study zooms in on four base papers. First, Dalci (2018) studied the impact of 

financial leverage on profitability of listed manufacturing firms in China. The sample 

consists of 1,503 firms listed in the Chinese capital markets from 2008 to 2016. In this 

study, the author uses initially a simultaneous equation approach to control for 

potential endogeneity. Afterwards, several regression analyses are used. As prior 

research shows mixed results regarding the two variables, the authors of this paper 

decided to hypothesize that the impact of leverage on profitability is inverted U-

shaped, which was confirmed after conducting the research. 

Moreover, Ohman and Yazdanfar (2014) also studied the effect of financial 

leverage on firm performance (profitability). This was done by using a sample of 

15,897 Swedish SMEs over the period of 2009–2012. Their study confirms that debt 

ratios, in terms of trade credit, short-term debt, and long-term debt negatively affect 

firm performance in terms of profitability. 

Considering the abovementioned research, even though the findings are mixed, 

several lean towards a negative relationship for firms headquartered in mainly Asian 

markets. Thus, this study establishes the following hypothesis concerning leverage 

and firm profitability: 
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Hypothesis 1: There is a negative relationship between financial leverage and firm 

profitability. 

Furthermore, the relationship between leverage and WCM has not gained much 

attention thus far. There is ample research on the WCM effect on profit, with leverage 

as a moderator, but not many where leverage is the main independent variable on 

WCM. However, Yilmaz and Nobanee (2022) studied the determinants of WCM, 

using its length in terms of the Cash Conversion Cycle (CCC) as a proxy, in Middle 

Eastern and North African (MENA) countries. The data of 395 companies from 10 

countries in the MENA region is used for six years (2013–2018), and dynamic panel 

regressions have been run. The authors consider several variables that might affect 

CCC, including operating cash flow, sales growth rate, operating profit margin, firm 

size, tangibility, and leverage. However, according to the findings, the effect of 

leverage on CCC is considered insignificant in some respects and significant with a 

negative relationship in a few cases depending on the country. 

In addition to the abovementioned research, Banos-Caballero et al. (2010), also 

researched the determinants of CCC (as a proxy of WCM), using panel data of 4,076 

Spanish SMEs in the period of 2001-2005, and have conducted OLS regression. Their 

independent variables include profitability (Return on Assets), cash flow, leverage, 

and growth. As for leverage, the authors conclude that the lower the leverage, the 

higher the CCC, hence referring to a negative relationship between the two variables.  

Based on the aforementioned research, this study establishes the following 

hypothesis concerning leverage and WCM: 

Hypothesis 2: There is a negative relationship between financial leverage and 

working capital management (Cash Conversion Cycle). 

 

 

3. Research methodology & models 

 

3.1. Sample & data 

The sample of this study is composed of 52 Asia-Pacific (APAC) companies that 

are listed in the United States and the United Kingdom. The annual financial data 

ranges from 2013 to 2022. The APAC firm financial data is obtained by utilizing 
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Refinitiv Eikon and a few missing values are obtained using the U.S. Securities and 

Exchange Commission (SEC) 20-F forms. The initial raw data consisted of 709 firms, 

gathering data for ROA, CCC (comprising of accounts receivable days (ARD), 

accounts payable days (APD), and inventory days (INVD)), Leverage (Debt-to-

Equity Ratio), market capitalization, and firm age. ARD, APD, and INVD are 

calculated after gathering the accounts receivable, accounts payable, total inventory, 

net sales, and cost of revenue. After eliminating the firms with missing and extreme 

data, done in Microsoft Excel, the sample remaining comprised of 52 APAC 

companies in total from 9 countries, over the course of 10 years, hence with 520 

observations. As seen in Table 1, the firms used in this sample are headquartered in 

the 9 APAC nations or territories of Australia, China, Hong Kong, India, Macau, 

Malaysia, Singapore, Taiwan, and Thailand. Of this sample, 46 APAC firms are listed 

in the US and 6 in the UK. 

 

Table 1. Company headquarters and listing distribution in sample 

Country 

Number 

Company Headquarters Number of 

companies whole 

sample 

Number of 

companies 

listed in the 

US 

Number of 

companies 

listed in the 

UK 

1 China (Mainland) 30 30 0 

2 Hong Kong 6 5 1 

3 Singapore 4 3 1 

4 Australia 4 1 3 

5 Taiwan 3 3 0 

6 India 2 2 0 

7 Malaysia 1 0 1 

8 Macau 1 1 0 

9 Thailand 1 1 0 

TOTAL  52 46 6 

Source: authors’ own research. 
 

Derived from this sample, four case examples will be provided in this study to 

further comprehend the results and application. The four companies are two small and 

two large companies in the manufacturing and technology industry. 
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3.2. Variable selection & measurements 

3.2.1. Dependent variables and independent variable 

 

According to Zhu and Jiao (2013), the stock markets in Asia, particularly China, 

exhibit lower efficiency compared to the US market. As a result, the market value of 

a company may not accurately represent its true performance. Consequently, the use 

of accounting-based measures is deemed preferable over market measures. Building 

upon prior research, this study will accordingly employ book measures for evaluating 

leverage, performance, and controls. 

One of the dependent variables used, firm performance, can be measured in 

several ways. Profitability is a measure of how well a firm is performing. Several 

scholars, including Padachi (2006) and Dalci (2018), use Return on Assets (ROA) to 

measure firm performance. This is obtained by dividing the Net Income by Total 

Assets. 

The other dependent variable in this study is working capital management 

(WCM), used by firms to ensure that a company operates efficiently by examining 

and using its current assets and liabilities to maintain adequate cash flow to meet 

short-term operating costs and short-term debt obligations. A company’s net working 

capital consists of its current assets minus its current liabilities.  

Several researchers such as Deloof (2003), Padachi (2006), Aktas et al. (2015), 

and Banos-Caballero et al. (2010) use Cash Conversion Cycle (CCC) as a popular 

measure for WCM. This fundamental concept had been first introduced by Richards 

and Laughlin (1980). WCM aids in maintaining the operation of the CCC – the 

minimum duration needed to convert net current assets and liabilities into cash. In 

essence, WCM helps determine the number of days of funding needed to fulfil current 

obligations. The longer the time lag, the larger the investment in working capital. In 

order words, the CCC is a measure of how long cash is tied up in working capital and 

it thus measures how efficiently a company is managing its WCM. The CCC is 

calculated by accounts receivable days (ARD) + inventory days (INVD) – accounts 

payable days (APD). ARD is obtained through [Accounts Receivable * 365]/sales, 

INVD by [inventories * 365]/cost of sales, and APD is calculated as [Accounts 

Payable * 365]/cost of sales, as shown in Table 2. 
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The independent variable used in this study is financial leverage. Leverage is the 

use of debt in order to take up an investment or project. It is intended to multiply the 

potential returns from a project. However, leverage may also multiply the potential 

risk in case the investment does not work out as planned. A firm or investment could 

be considered “highly leveraged”, meaning that it has way more debt than equity, and 

thus this could lead to volatility in company profits. As per previous research, the 

Debt-to-Equity Ratio is utilized as a proxy for leverage.  

 

3.2.2. Control variables 

Majumdar and Chhibber (1999), Jermias (2008), and Ebaid (2009) suggest that 

the performance of a company can be impacted by its size. They state that larger firms 

may benefit from economies of scale and possess greater capabilities to diversify their 

products. Firm size can be represented in different ways, one of them being the market 

capitalization of the firm, which is used in this study.  

Another control variable used is firm age, calculated by the year 2022 minus the 

founding year of the firm. Majumdar (1997) suggests that older firms negatively 

impact firm profitability, whereas the effect on CCC has not been actively researched. 

To test for whether the recent years, primarily the COVID-19 years, had an effect 

on the outcome and relationships between these variables, the years 2020 and 2021 

will be used as a dummy versus the other years. 

 

3.3. Models 

Panel data is utilized in this study for the following advantages. Hsiao (2003) 

states that the panel data methodology is able to control for unobserved heterogeneity, 

mitigate estimation bias, and handle data multicollinearity. There will be one panel 

data method used in this study, which is the Ordinary Least Squares (OLS) model. In 

addition to the abovementioned method, this study also conducts tests for 

heteroskedasticity and reliability. 

There are six models in which the dependent variable is ROA or CCC. ROA 

indicates the efficiency with which the company is managing its resources and assets 

to generate profits. The independent variable in these models is financial leverage, 

also the Debt-to-Equity Ratio. The following models also include the control variables 
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SIZE, which is the company market capitalization and AGE, which is the age of the 

firm from 2022 minus its corresponding year. Two additional models are provided 

which include the dummy variable of COVID-19 years of 2020 and 2021. 

 

Table 2. Variables & measurements 

Abbreviation Variable Name Measurement Based on 

LEV (IV) Financial Leverage Debt-to-Equity 

Ratio 

Deloof (2003); Padachi 

(2006) 

CCC (DV) Cash Conversion 

Cycle 

ARD + INVD - 

APD 

Deloof (2003); Padachi 

(2006), Aktas et al. (2015); 

Banos-Caballero et al. (2010); 

Chauhan, Banerjee (2016) 

ARD Accounts 

Receivable Days 

[Accounts 

Receivable * 

365]/sales 

Deloof (2003); Yilmaz, 

Nobanee (2022); Banos-

Caballero et al. (2010); 

Chauhan, Banerjee (2016) 

INVD Inventory Days [Inventories * 

365]/cost of sales 

Deloof (2003); Yilmaz, 

Nobanee (2022); Banos-

Caballero et al. (2010); 

Chauhan, Banerjee (2016) 

APD Accounts Payable 

Days 

[Accounts 

Payable * 

365]/cost of sales 

Yilmaz, Nobanee (2022); 

Banos-Caballero et al. (2010); 

Chauhan, Banerjee (2016) 

ROA (DV) Return on Assets Net Income / 

Total Assets 

Dalci (2018); Padachi (2006) 

SIZE (CV) Firm Size Company 

Market 

Capitalization 

Majumdar, Chhibber (1999); 

Jermias (2008); Ebaid (2009) 

AGE (CV) Firm Age 2022 – Founded 

Year 

Majumdar (1997) 

COVYEAR 

(Dummy) 

 

COVID-19 

pandemic years 

2021 and 2022: 

Yes (1), vs 

others: No (0) 

 

Source: authors’ own research. 

 

i. Regression with the dependent variable ROA 

 

Equations for the total sample, for companies listed in the United States, the United 

Kingdom, and as a whole including the dummy variable years, respectively: 

 

 𝑅𝑂𝐴𝑖,𝑡 =  𝛽0 +  𝛽1𝐿𝐸𝑉𝑖,𝑡 +  𝛽2𝑆𝐼𝑍𝐸𝑖,𝑡 +  𝛽3𝐴𝐺𝐸𝑖,𝑡 +  𝜀𝑖,𝑡 (1) 

 

 𝑅𝑂𝐴_𝑈𝑆𝑖,𝑡 =  𝛽0 + 𝛽1𝐿𝐸𝑉𝑖,𝑡 + 𝛽2𝑆𝐼𝑍𝐸𝑖,𝑡 +  𝛽3𝐴𝐺𝐸𝑖,𝑡 +  𝜀𝑖,𝑡 (2) 
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 𝑅𝑂𝐴_𝑈𝐾𝑖,𝑡 =  𝛽0 +  𝛽1𝐿𝐸𝑉𝑖,𝑡 + 𝛽2𝑆𝐼𝑍𝐸𝑖,𝑡 +  𝛽3𝐴𝐺𝐸𝑖,𝑡 +  𝜀𝑖,𝑡 (3) 

 

 𝑅𝑂𝐴𝑖,𝑡 =  𝛽0 +  𝛽1𝐿𝐸𝑉𝑖,𝑡 +  𝛽2𝑆𝐼𝑍𝐸𝑖,𝑡 +  𝛽3𝐴𝐺𝐸𝑖,𝑡 + 𝛽4𝐶𝑂𝑉𝑌𝐸𝐴𝑅𝑖,𝑡

+ 𝜀𝑖,𝑡 

(4) 

 

ii. Regression with the dependent variable CCC 

 

Equations for the total sample, for companies listed in the United States, the United 

Kingdom, and as a whole including the dummy variable years, respectively: 

 

 𝐶𝐶𝐶𝑖,𝑡 =  𝛽0 + 𝛽1𝐿𝐸𝑉𝑖,𝑡 +  𝛽2𝑆𝐼𝑍𝐸𝑖,𝑡 +  𝛽3𝐴𝐺𝐸𝑖,𝑡 +  𝜀𝑖,𝑡 (5) 

 

 𝐶𝐶𝐶_𝑈𝑆𝑖𝑡 =  𝛽0 +  𝛽1𝐿𝐸𝑉𝑖,𝑡 +  𝛽2𝑆𝐼𝑍𝐸𝑖,𝑡 + 𝛽3𝐴𝐺𝐸𝑖,𝑡 + 𝜀𝑖,𝑡 (6) 

 

 𝐶𝐶𝐶_𝑈𝐾𝑖,𝑡 =  𝛽0 +  𝛽1𝐿𝐸𝑉𝑖,𝑡 +  𝛽2𝑆𝐼𝑍𝐸𝑖,𝑡 + 𝛽3𝐴𝐺𝐸𝑖,𝑡 + 𝜀𝑖,𝑡 (7) 

 

 𝐶𝐶𝐶𝑖,𝑡 =  𝛽0 + 𝛽1𝐿𝐸𝑉𝑖,𝑡 +  𝛽2𝑆𝐼𝑍𝐸𝑖,𝑡 +  𝛽3𝐴𝐺𝐸𝑖,𝑡 + 𝛽4𝐶𝑂𝑉𝑌𝐸𝐴𝑅𝑖,𝑡

+ 𝜀𝑖,𝑡 

(8) 

where: 

𝛽0  = constant 

i,t  = firm i in time t 

𝑅𝑂𝐴𝑖,𝑡    = Return on Assets, as Net income / Total Assets 

𝐶𝐶𝐶𝑖,𝑡    = Cash Conversion Cycle, as ARD + INVD – APD 

𝐿𝐸𝑉𝑖,𝑡    = financial leverage, Debt-to-Equity Ratio 

𝑆𝐼𝑍𝐸𝑖,𝑡    = firm size, market capitalization 

𝐴𝐺𝐸𝑖,𝑡    = firm age 

𝐶𝑂𝑉𝑌𝐸𝐴𝑅𝑖,𝑡   = COVID-19 Years, 2020 & 2021 (1), others (0); and 

𝜀𝑖,𝑡   = error term 

 

4. Empirical results 

 

4.1. Descriptive statistics  

The descriptive statistics of ROA, CCC, the independent variable leverage (LEV), 

and the controls firm size and age are presented in Table 3. The mean value for ROA 

is -0.023 (or -2.3%) for the total sample. The mean of CCC for all the companies is 

over 100 days, 191 days specifically. This can be considered to be high, but the 

median is 94 days. The mean value of LEV is equal to 0.363, in terms of Debt-to-

Equity Ratio. As of the controls, the average of firm size is 1.020 billion USD. The 
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mean age of the firms is 18.8 years. Moreover, the results of the summary statistics 

show a leptokurtic distribution compared to the normal. The total sample has been 

treated for outliers, as it contains a winsorization of 5%. Treating the remaining few 

outliers by eliminating them might affect the significance levels and representation of 

the data, and they have therefore not been removed. 

The descriptive statistics per country are also shown below in Tables 4 and 5 of 

the APAC companies listed in the US and the UK, respectively. The results for the 

US sample are somewhat similar to the descriptives of the whole sample, as this 

includes 460 observations of the US only. However, the mean of ROA in the US is 

slightly lower than that of the whole sample, at -0.009. The descriptives of the APAC 

firms listed in the UK are slightly different with a ROA mean of -0.128 and mean 

LEV of 0.208, compared to 0.383 in the US. Moreover, the firms listed in the UK tend 

to have a longer CCC as compared to those in the US; 258 days and 181 days 

respectively. 

The sample of firms listed in the UK is rather small, with 50 observations. This 

could be a reason as to why some results are slightly similar to that of the whole 

sample and the US, but also some are rather different such as the standard deviations 

of CCC, LEV and AGE. 

 

Table 3. Descriptive statistics (total sample) 
  N  Mean  Min Max  STD  Kurtosis 

 ROA 520 -0.023 -0.413 0.182 0.155 3.623 

 CCC 520 190.787 -79.0884 1110.068 279.085 7.057 

 LEV 520 0.363 0 2.017 0.552 5.938 

 SIZE 520 1.020 0 8.713 2.163 9.437 

 AGE 520 18.817 3 66 10.921 7.409 

Source: authors’ own research. 
 

Table 4. Descriptive statistics (US sub-sample) 

  N  Mean  Min Max  STD  Kurtosis 

 ROA 460 -0.009 -0.413 0.182 0.141 4.464 

 CCC 460 181.907 -79.088 1110.068 267.955 7.381 

 LEV 460 0.383 0 2.017 0.573 5.411 

 SIZE 460 1.068 0 8.713 2.247 8.828 

 AGE 460 18.946 3 66 11.395 6.953 

Source: authors’ own research. 
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Table 5. Descriptive statistics (UK sub-sample) 

Source: authors’ own research. 

4.2. Correlation analysis 

Table 6 presents the correlations between the study variables with ROA of the 

whole sample. The correlation analysis demonstrates that the variable LEV has a 

statistically significant negative relationship with the dependent variable ROA, with 

a value of -0.103. This indicates that firms with lower LEV will enhance profitability 

as compared to firms with a greater LEV value. The lesser the company uses debt to 

finance its operations, the greater will be the profitability. SIZE has a statistically 

significant negative relationship with ROA. The negative correlation might indicate 

that large companies tend to have a lower return on their assets as compared to smaller 

companies. AGE does not tend to have a statistically significant relationship with 

ROA. 

Table 7 shows the correlations of the variables with CCC. The table demonstrates 

that LEV has a statistically significant value of a positive 0.08 with the dependent 

variable CCC. This would mean, for example, that higher leverage firms would have 

a longer CCC. This relationship could occur because companies with high levels of 

debt may have less flexibility in managing their working capital. For example, they 

may need to maintain higher levels of inventory to ensure they have enough stock on 

hand to meet their debt obligations. SIZE is strongly positively correlated with CCC 

as well, implying that the larger the company, the longer CCC. AGE once again is not 

statistically significant with the dependent variable. Moreover, these tables also 

indicate that there is no presence of multicollinearity, as all the correlation coefficients 

are below 0.8. A variance inflation factor (VIF) test was also conducted to test for 

multicollinearity in Table 8 – this led to same results as the values were slightly above 

1, indicating that multicollinearity is not materially present. 

 

  

  N  Mean  Min Max  STD  Kurtosis 

 ROA 60 -0.128 -0.413 0.182 0.209 1.556 

 CCC 60 258.864 -26.304 1110.068 348.209 4.676 

 LEV 60 0.208 0 1.628 0.307 11.746 

 SIZE 60 0.642 0.003 6.199 1.310 9.812 

 AGE 60 17.833 6 32 6.146 2.578 
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Table 6. Correlation matrix 
Variables  (1) (2) (3) (4) 

(1) ROA  1.000    

(2) LEV  -0.103** 1.000   

(3) SIZE  0.262*** -0.025 1.000  

(4) AGE  0.033 -0.115*** 0.156*** 1.000 

Notes: *** p<0.01, ** p<0.05, * p<0.1  

Source: authors’ own research. 

 

Table 7. Correlation matrix 
Variables   (1) (2) (3) (4) 

(1) CCC   1.000    

(2) LEV   0.080* 1.000   

(3) SIZE   -0.128*** -0.025 1.000  

(4) AGE   -0.066 -0.115*** 0.156*** 1.000 

Notes: *** p<0.01, ** p<0.05, * p<0.1  

Source: authors’ own research. 

 

Table 8. Variance Inflation Factor test 
   VIF   1/VIF 

 AGE 1.04   0.962386  

 LEV 1.03   0.975290  

 SIZE 1.01   0.986518  

 Mean VIF  1.03    

Source: authors’ own research. 

4.3. Regression analysis 

Tables 9 and 10 present the results of the OLS regression for the entire sample 

with respect to the impact of LEV, SIZE, and AGE on dependent variables ROA and 

CCC, respectively. While running the regression on ROA, it can be seen in Table 9 

that the coefficient of LEV is statistically significant at 1% and negative for the whole 

sample in model 1 (β = -0.029; p = 0.010), but also for the APAC companies listed in 

the US in model 2 (β = -0.043; p = 0.000); the increase or decrease in LEV will thus 

significantly affect the firm profitability. When the financial leverage of the firm 

increases, it will adversely affect its ROA. In model 1, one unit of increase in LEV 

would therefore lead to a -0.029 (-2.9%) decrease in ROA, ceteris paribus. For firms 
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listed in the UK, however, the LEV coefficient is positive and statistically significant 

at 10% (β = 0.099; p = 0.100). This would mean a 1 unit increase in LEV leads to a 

0.099 increase in ROA, when all other variables remain constant. As for firms in the 

whole set and firms listed in the US, SIZE is significant at 1% (β = 0.020; p = 0.000). 

As SIZE is measured in USD in billions, this means that a 1 billion increase in firm 

size, leads to a 0.020 increase in ROA. The variable AGE has no significant effect, 

but only has a negative significant effect at 1% uncertainty level for APAC firms in 

the UK (β = -0.025; p = 0.000). Furthermore, the adjusted R-Squared is a corrected 

goodness-of-fit measure for linear models. It is the proportion of the variation in the 

dependent variable that is explained by the independent variables in the model. For 

models 1, 2, and 3, the adjusted R-squared are 0.074, 0.109, and 0.558, respectively. 

For the total sample, this would mean that the independent variables explain 7.4% of 

the variation in the dependent variable. 

In Table 10, the impact of the variables on CCC is shown. Leverage should be 

having a significant effect on WCM, according to the regression results. Regressing 

the variables on CCC as the dependent variable, it can be deduced that LEV is 

statistically significant at 10% for the whole sample, at 1% for foreign firms listed in 

the US, and at 5% in the UK. As for the whole sample, a 1 unit increase in LEV would 

lead to a 38 day increase in in the firm’s CCC (β = 38.134; p = 0.080). For firms in 

the UK, however, an increase in LEV leads to a decrease in CCC. SIZE has a 

significant effect on CCC at 1% significance level (β = -15.668; p = 0.006) in the 

whole sample and at 5% for the APAC firms listed in the US and the UK, which are 

also all negative. This would mean that the smaller the firm is, the longer the CCC is 

and vice versa, provided that other variables remain constant (Moss, Stine 1993). 

AGE, however, as in the regression with ROA, does not seem to have a significant 

effect on a firm’s CCC. The adjusted R-squared is 0.018, 0.024, and 0.102 for the 

three models respectively. This would imply that the independent variables explain 

around 2% of the variation in CCC for the whole sample.  

Moreover, the COVID-19 pandemic had a remarkable effect on many firms’ 

profitability and WCM around the world. Many firms experienced disruptions in their 

supply chains, reductions in consumer demand, and increased uncertainty and risk in 

the business environment. These factors can affect a firm’s ability to manage its 
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working capital, and its profitability. Additionally, the pandemic has also led to 

changes in interest rates and credit conditions, which can affect a firm’s leverage or 

its use of debt financing. Firms had to adjust their capital structures or seek new 

sources of financing to cope with the pandemic’s economic impacts. While the impact 

might not have been uniform across all firms, this study includes the dummy variable 

COVYEAR to test whether on average LEV had a notable effect on ROA and CCC 

in the years 2020 and 2021, presented in models 4 and 8, respectively. As presented 

in model 4, it seems to not have much of a different impact on the relationship between 

leverage and ROA when compared to the other years, relative to model 1. It can be 

observed that the variable is statistically significant at 10% (β = -0.031; p = 0.060), 

meaning that firms’ ROA in the years of 2020 and 2021, the COVID pandemic years, 

is on average 3.1% lower than in the other years, ceteris paribus. Model 8 inspects 

whether the impact of the variables on CCC changes during the pandemic years. The 

results remain somewhat similar to model 5 with 10% statistical significance (β = 

38.879.; p = 0.080). 

Furthermore, it should be pointed out that, as mentioned before and as presented 

in Table 10, the coefficients for leverage on CCC are relatively high. The Debt-to-

Equity Ratio is used in this study as a proxy for leverage, meaning that slight changes 

in this ratio will most likely affect the dependent variable notably. However, it is still 

important to note this with the data and therefore, this study also performs two 

additional regressions to observe whether minor changes in data indeed affect the 

effect of LEV on CCC, represented in Table 11, in models 9 and 10. Models 11 and 

12 show two more regressions to test the effect in these circumstances with the 

pandemic years taken into account.  

Model 9 demonstrates the regression of LEV on CCC in which the logarithmic 

function is taken of CCC. LEV is statistically significant at 10% and still positive (β 

= 0.177; p = 0.100). This is now a log-level function, meaning that a 1 unit increase 

in LEV, would therefore lead to an 18% increase in CCC, ceteris paribus. The effect 

concerning SIZE remains similar (β = -0.0001; p = 0.000) on CCC as in model 5, 

referring to the fact that firm size tends to have a minor negative impact on the CCC 

days; larger firms lean towards a shorter CCC, provided that other variables remain 

stable. It is important to keep in mind that as the logarithmic function has been taken 
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on CCC, there are now 435 observations. The adjusted R-squared of this model is 

0.067; the independent variables explain 6.7% of the variation in CCC for the whole 

sample. This model is therefore better explained, as compared to model 5, in which 

CCC is a non-logarithmic function. As for the COVID-19 years, the regression with 

the dummy variable in model 11 demonstrates that LEV has a statistically significant 

positive effect on CCC at a 1% uncertainty level. Here, a 1 unit increase in LEV results 

in a 16% (about 30 days) increase in CCC. Therefore, the concept of an increase in 

LEV leading to an increase in CCC (by approximately 30 days) still stands. It can be 

observed that the variable COVYEAR is statistically significant at 10% (β = 0.203; p 

= 0.100), meaning that the CCC in the years of 2020 and 2021 is on average 2.3% 

longer than in the other years, ceteris paribus. This model is slightly better explained 

than model 9, as the adjusted R-squared is 0.069. 

Models 10 and 12 present the regressions on CCC in which the three primary 

outliers have been removed in the dataset to observe if this has any major impact. Two 

of the outliers eliminated for this test are in the gas and solar energy production. The 

other focuses on ceramic tile production. Model 10 shows that the LEV coefficient is 

slightly higher than in model 9, at an increase in 3.6 days of CCC. However, this 

impact seems to be statistically insignificant. Similar results are obtained in model 12, 

where a 1 unit increase in LEV would lead to a 3-day increase in CCC, ceteris paribus, 

however this is insignificant as well. 
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Table 9. Regression results  

Dependent variable: Return on Assets (% of total assets) (ROA)  
   (1) (2) (3)  (4) 

      

ROA 

 

ROA 

 

ROA 

  

ROA 

 LEV -0.029*** -0.043*** 0.099* -0.028** 

  (-2.47) (3.19) (1.65) (-2.34) 

 SIZE 0.019*** 0.017*** 0.012 0.019*** 

  (6.19) (6.22) (0.84) (6.24) 

 AGE -0.002 0.001 -0.025*** -0001 

  (0.48) (0.92) (-8.21) (-0.21) 

 Dummy COVYEAR    -0.031* 

     (-1.88) 

 _cons -0.034* -0.021 0.281*** -0.023 

  (-0.026) (-1.55) (4.66) (-1.62) 

 Observations 520 460 60 520 

 R2 0.080 0.115 0.581 0.086 

 Adjusted R2 0.074 0.109 0.558 0.079 

 F-statistic 14.86 19.77 25.85 12.08 

Notes: t-values are in parentheses. *** p<0.01, ** p<0.05, * p<0.1 

Source: author’s own research. 

 

  

Table 10. Regression results 

Dependent variable: Cash Conversion Cycle (CCC)  
   (5) (6) (7)  (8) 

    

CCC 

 

CCC 

 

CCC 

  

CCC 

 LEV 38.134* 55.782** -314.844** 38.878* 

  (1.72) (2.57) (-2.22) (1.75) 

 SIZE -15.668*** -12.456** -70.665** -15.609*** 

  (-2.76) (-2.24) (-2.16) (-2.75) 

 AGE -0.969 -1.086 1.13 -0.891 

  (-0.86) (1.11) (0.16) (-0.78) 

 Dummy 

COVYEAR 

   -15.404 

     (-0.50) 

 _cons 211.156*** 194.418*** 349.491** 212.427*** 

  (7.98) (7.37) (2.44) (7.99) 

 Observations 520 460 60 520 

 R2 0.024 0.030 0.147 0.024 

 Adjusted R2 0.018 0.024 0.102 0.017 

 F-statistic 4.23 4.76 3.22 3.23 

Notes: t-values are in parentheses. *** p<0.01, ** p<0.05, * p<0.1   

Source: authors’ own research. 
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Table 11. Regression results 

Dependent variable: Cash Conversion Cycle (CCC)  
   (9) (10) (11)  (12) 

    

CCC 

 

CCC 

 

CCC 

  

CCC 

 LEV  0.177* 3.614 0.162* 2.840 

  (1.62) (0.24) (1.48) (0.19) 

 SIZE -0.128*** -5.373* -0.128*** -5.413* 

  (-4.98) (-1.75) (-4.99) (-1.76) 

 AGE -0.009 -1.130* -0.010* -1.203* 

  (-1.64) (-1.76) (-1.82) (-1.86) 

 Dummy 

COVYEAR 

  0.202* 15.162 

    (1.36) (0.85) 

 _cons 5.063*** 157.886*** 5.048*** 156.522*** 

  (.40.49) (10.50) (40.36) (10.35) 

 Observations 435 490 435 490 

 R2 0.074 0.015 0.078 0.017 

 Adjusted R2 0.067 0.009 0.069 0.008 

 F-statistic 11.43 2.50 9.06 2.06 

Notes: t-values are in parentheses   

*** p<0.01, ** p<0.05, * p<0.1. (9) and (11) include the logarithmic function of CCC  

Source: authors’ own research. 

  

4.4. Case examples 

In order to illustrate the effects of leverage on ROA and CCC, four small case 

examples will be provided by way of a matrix, presented in Table 12. The sample 

includes the production and technology industries, as these are two prominent, fast-

growing industries in the APAC region. It includes both large and small companies 

as this eliminates bias. This is done by analysing a firms’ performance during the 

COVID-19 years. The first two companies that met with the opposite experiences 

during the pandemic, while representing the said effects of LEV on ROA and CCC. 

The two companies examined in the production industry are Steppe Cement Ltd and 

Sino Agro Food Ltd. The other two companies in the technology industry are Baidu 

Inc. and Integrated Media Technology. 
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Table 12. Case example matrix: size-industry 

 Production/Manufacturing  Technology 

Large Steppe Cement Ltd. Baidu Inc. 

Small Sino Agro Food Ltd. 
Integrated Media Technology 

Ltd. 

Source: authors’ own research. 

 

Steppe Cement Ltd. is a cement manufacturer and supplier headquartered in 

Malaysia, founded in 2004. Its main operations, such as the production plants, are 

located in Kazakhstan. The company produces cement products for a variety of 

construction projects in Kazakhstan, but also neighbouring countries. Steppe Cement 

is publicly listed on the London Stock Exchange (LSE). This was seen as a way to 

diversify the company’s investor base and provide access to a deeper pool of capital. 

Moreover, it provides the firm with increased visibility and credibility in the global 

capital markets. The firm’s leverage decreased by 11% in 2020, compared to 2019, 

and their ROA increased by 8.7% and the CCC decreased by 12 days in 2020. As for 

2021, the results remained very similar, with an average of 11% ROA and 

approximately 82 days of CCC. This drop in leverage associated with an increase in 

ROA and CCC reflects the results of the regressions performed in this study. 

Interestingly, the performance of the company and the construction sector during the 

pandemic, relative to other years, was unexpectedly positive, as expressed by the 

company’s chairman of the board calling it “unexpected resilience” (Steppe Cement 

Ltd 2020: 8). He stated that “the outcome has been better than were initially feared” 

(Steppe Cement Ltd 2020: 8). As mentioned previously, the leverage of the firm 

decreased during the pandemic years. This could be due to several reasons. A 

company’s leverage may decrease during the pandemic due to government support. 

According to Steppe Cement’s annual report, “the Government of Kazakhstan had at 

wherewithal to support and even stimulate construction to avoid harsh social 

consequences, minimize losses in employment and confront the global recessionary 

climate” (Steppe Cement Ltd 2020: 9). This not only has an effect on profits, but the 

firm also entered into a short-term facility agreement with the local bank to ensure 

repayment of short-term borrowing and secure against inventories (Steppe Cement 

Ltd 2020: 83). 
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The second firm analysed is Sino Agro Food Ltd. Sino Agro Food (SIAF) is a 

diversified agriculture company headquartered in Guangzhou, China and listed in the 

US. The firm is established in 2007, with primary activities in the agriculture industry 

focusing on the production of food produces and products whilst utilizing modern 

technologies transferred from Australia. SIAF’s mission includes the sale of protein 

foods, such as seafood, cattle and sheep, as well as fruits and vegetables. Its main 

business segments include the operation of agricultural farms, the production and sale 

of agricultural products and equipment, and the provision of technical consulting 

services. The company operates in China, Malaysia, and the US and is focused on 

sustainable development. SIAF had a negative ROA during the pandemic years, one 

of the reasons being import and export challenges. Leverage decreased by 0.6% in 

2020, after which the ROA slightly increased with 3%, but the CCC decreased with 

nearly 150 days. The data, therefore, also reflect the results of the regression in which 

LEV is negatively associated with ROA and CCC. SIAF entered into a 10-year long-

term loan in 2016 and a 1-year short-term loan agreement in 2019 from a local Chinese 

bank. According to the management at SIAF, the company focused on a significant 

increase in the scope and scale of its operations. This has increased its operating 

expenses and has henceforth impacted the profits (Sino Agro Food Ltd. 2020: 27). 

In addition to the production industry, the technology industry is exemplified 

now. Baidu Inc. is a large Chinese multinational technology company founded in 2000 

and headquartered in Beijing, China. Baidu is primarily known as the leading internet 

search engine provider in China, with a market share of over 70%, and is therefore 

said to be the Chinese alternative to Google (Vaughan, Chen 2015). Baidu also offers 

a variety of online services, including online advertising, cloud storage, and content 

distribution platforms. The company generates most of its revenues from online 

marketing services derived from pay-for-performance services. The company has 

been listed on the NASDAQ stock exchange since 2005. Regardless of the COVID 

years, Baidu overall maintained a stable leverage, with minor fluctuations. However, 

in the data it can be observed that even during the pandemic years, a slight increase 

of 1% in leverage resulted in an 8% drop in ROA and approximately 40 days increase 

in CCC. The slight decrease in revenue could be caused due to the weakness in online 

advertising demand due to customers facing the impact of the COVID-19 pandemic, 
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however the revenues of these services have experienced a decline since 2018 (Baidu 

Inc. 2020: 5). Baidu’s recent significant involvement in the development of Artificial 

Intelligence (AI) in their business segment of AI Cloud (Baidu Inc. 2020: 10) made 

use of debt financing to fund its operations. The management also mentions that it 

experienced supply chain disruptions and that it has required additional cash due to 

changes in business conditions and developments, whilst incurring additional 

indebtedness (Baidu Inc. 2020: 136), henceforth increasing their CCC. 

Furthermore, Integrated Media Technology Ltd. (IMT) is an Australian 

technology company founded in 2008 that specializes in developing and 

commercializing advanced solutions for the media and entertainment industry. The 

company focuses on various aspects of media technology, including providing digital 

cinema, content distribution, 3D technology development and digital media solutions. 

IMT offers a range of solutions for digital cinema projection, content delivery 

networks (CDNs) and video-on-demand (VOD) platform. For IMT, a 2% increase in 

leverage resulted in a 1% decrease in ROA and approximately 46 days increase in 

CCC. Due to the pandemic, the company incurred significant delays and expenses. 

The vast development of their 3D technology displays had to be implemented from 

home, affecting their research & development activities, and hence slowing down 

their processes. They incurred a significant loss in 2020, and therefore have relied on 

additional debt financing to fund its current and future operations (Integrated Media 

Technology Ltd. 2020: 5). The company thus had limited cash resources to raise 

additional funds or generate more revenues, and hence, also struggled to pay vendors 

(Integrated Media Technology Ltd. 2020: 6) and thus delayed the CCC. 

 

4.5 Further tests 

4.5.1. Heteroskedasticity test 

A Breusch-Pagan test is conducted to test for heteroskedasticity in the total 

sample, separately for the regression in which ROA is the dependent variable and in 

which CCC is in the dependent variable. In both cases, the null hypothesis in which a 

constant variance among the residuals is considered, is rejected, as the p-value that 

corresponds to the Chi-Square test statistic is below 0.05 – indicating that 

heteroskedasticity is present in the data. 
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4.5.2. Reliability test 

To conduct a reliability test, Cronbach’s alpha was used. To satisfy the required 

reliability measure, the coefficient must be above 0.7 or 0.8, however in this sample 

the scale coefficient is 0.402, meaning that this is below the minimum threshold. 

Therefore, it is crucial to interpret the results with caution. The low Cronbach’s alpha 

coefficient suggests a possible lack of internal consistency among the measurements. 

Future research should focus on identifying potential sources of measurement error, 

exploring alternative measurement approaches, or improving the reliability of the 

measurements. Implementing additional validation procedures, such as conducting 

factor analysis may aid in pinpointing specific measurement issues and guide 

improvements for future studies. 

 

 

5. Discussion 

 

Overall, the empirical results indicate that that the increase in financial leverage 

negatively influences firm profitability in terms of ROA and WCM in terms of CCC 

of Asia-Pacific firms listed in the US and the UK market. This would mean that 

leverage has a negative relationship with ROA, whilst leverage has a positive 

relationship with CCC. Moreover, based on the case examples outlined in the study, 

it can be inferred that even during periods of crisis, such as the COVID-19 pandemic 

impacting various industries, the outcomes for internationally listed APAC firms align 

with the broader conclusions drawn from this research. Based on the regression 

results, the first hypothesis is confirmed, and the second hypothesis of this study is 

rejected. The findings are overall consistent with older studies that financial leverage 

is adversely associated with firm performance. As for the effect on WCM, contrary to 

expectations, this paper provides novel findings that can be used for further in-depth 

research. 

Ohman and Yazdanfar (2014) conducted a study to observe the impact of financial 

leverage on firm performance of Swedish firms. The results of this paper are 

consistent with the results of their study, referring to a negative relationship between 

leverage and profits. This topic has been studied for Asian companies as well, 
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however merely country by country. Even though past research gives mixed results, 

firms headquartered in developing nations, primarily in Asian markets, a negative 

relationship between the two variables is often present (Majumdar, Chhibber 1999; 

Chiang et al. 2002; Abor 2007; Zeitun, Tian 2007; Foong, Idris 2012). This study 

shows that this relationship remains unchanged nonetheless, whether the Asian firm 

is listed locally or abroad. The association between leverage and profits of firms in 

the Asian-Pacific markets could be due to various reasons. 

First, in several Asian countries, including China, the reform of corporate taxation 

in 2008 reduced the corporate tax rate from 33% to 25% (Tang 2020). However, Asian 

firms listed internationally might not be directly impacted by the local governments’ 

implementation. The American government has also dramatically decreased the 

corporate tax rate, in 2017 from 35% to 21% (PwC 2023). The decrease in corporate 

tax rate weakens the tax advantage of debt, hence negatively impacting firm 

performance (Qiu 2021). The United Kingdom, however, has increased its flat rate 

from 19% to 25% in 2023 (PwC 2022). For further research, it would therefore be 

intriguing to observe whether this change will have a major impact on a firm’s way 

of financing and performance accordingly. 

Moreover, agency problems could partially account for the presented relationship. 

The governance structure of Asian firms differs from those in Western markets (Qiu 

2021). Especially in China, the main agency problem is among shareholders, as there 

is a potential conflict of interest between large shareholders and minority 

shareholders. This “horizontal” agency problem is primarily present in Asian nations, 

unlike “vertical” agency problem between shareholders and managers that is present 

in Western countries (Jiang, Kim 2021). This is mainly due to the fact that Chinese 

owned firms have a large shareholder of at least 30% owning the firm, whilst the 

ownership in the West is often largely diffused. However, in China primarily, 

shareholders control the firm instead of the managers. Therefore, enforcement of firm 

managers to act in the shareholders’ interests is low, leading to ineffective monitoring 

mechanisms (Chen 2004; Chang et al. 2014). In this kind of situational context, 

managers of firms are not likely to act in their shareholders’ interests and to make 

efforts for maximizing profits. This could, in turn, result in a negative impact of 

leverage on firm profitability (Dalci 2018).  
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As for the negative effect of leverage on WCM, the results of this study provide 

new information, as this topic had not been greatly studied, particularly not for the 

APAC region. The findings are not consistent with Banos-Caballero et al. (2010), 

where the relationship has been researched on Spanish SMEs and where it had been 

concluded that lower leverage would result in higher CCC. This paper, however, 

observes the opposite, where higher leverage leads to higher CCC. This positive 

association could be due to companies with higher financial leverage having higher 

interest expenses arising from debt (Zamri et al. 2013), which could hinder the 

company’s ability to invest in inventory or extend credit to customers.  

Additionally, highly leveraged firms could be more vulnerable to macroeconomic 

changes. Asian firms, primarily Greater Chinese firms, tend to rely on short-term 

financing and debt (Ding 2020; Cheng 2020) – due to information symmetry 

encountered in these nations – which also make these companies more sensitive to 

environmental changes (Michaelas et al. 1999). This could, in turn, make these 

companies more risk-averse in their approach to managing their working capital, 

holding larger cash balances, and slowing down the CCC.  

 

6. Conclusion 

 

This study examines how a firm’s capital structure affects performance, using the 

accounting-based measure of Return on Assets for profitability and Cash Conversion 

Cycle for working capital management. The current study provides empirical 

evidence on these relationships with regards to Asian-Pacific firms listed in the US 

and the UK, by using panel data and the OLS method. 

The main objective of this paper is to contribute to existing financial management 

research with an internationalization aspect, and to provide new information on a topic 

that can be used for future research. The results reveal that a financial leverage can 

act as a double-edged sword as it has a negative effect on firm profitability and shows 

a positive relationship with working capital management. The former aligns with the 

results found in prior research, using other countries or certain Asian countries. This 

paper, therefore, confirms previous studies by means of researching the case for 

internationally listed firms from the Asia-Pacific region. The relationship with 
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working capital levels, however, is not consistent with previous research conducted. 

This relationship has been scantly researched, and therefore this paper provides novel 

findings that could be used for further in-depth research. Moreover, the negative effect 

on profitability could be due to various reasons including changes in corporate tax 

rates and agency problems, primarily present in East Asian firms. The reason behind 

the association with working capital management could be attributed to companies 

with higher financial leverage incurring greater interest expenses from debt which in 

turn may impede their capacity to invest in inventory or provide credit to customers. 

Furthermore, from the case examples provided in the study, it can be inferred that 

even in times of crisis, such as the COVID-19 pandemic disrupting several industries, 

the results for internationally listed Asia-Pacific firms remain consistent with the 

overall findings of this study. 

Both firm profitability and working capital management are closely 

interconnected and influenced by the availability and effective utilization of funds. 

Funding is crucial for firm profitability because it enables companies to invest in 

productive assets, undertake growth initiatives, and generate higher revenues and 

profits. Similarly, effective working capital management relies on proper funding to 

ensure the availability of adequate working capital, enabling businesses to effectively 

manage their short-term assets and liabilities, optimize cash flow, and enhance 

operational efficiency. For both profitability and working capital management, 

efficient funding is key as both aspects heavily rely on access to adequate financial 

resources to support business activities, drive growth, and maintain liquidity. 

Practical implications can also be drawn from this study. First, there are a few 

firms in sample listed in the United Kingdom. Therefore, a fruitful avenue for future 

research is to explore the effects of leverage on profitability and working capital 

management of firms listed in the UK particularly to identify reasons as to why these 

firms experience opposite effects to those of listed in the US. Additionally, for the 

purpose of this research, a few countries from the Asia-Pacific region were studied. 

To better understand the influence of leverage on profits and working capital 

management of internationally listed firms, this study can be extended to more 

countries with companies listed in Western nations. 
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Apart from closely analysing the aforementioned effects on firms listed in the UK 

when compared to the US, and researching more Asia-Pacific nations, this study can 

be further extended by means of performing more qualitative research. This could 

potentially offer more detailed insights on possible effects between leverage and both 

firm profitability and working capital management. Case studies could be conducted 

to individually study a firm or country to obtain a deeper understanding of these 

relationships. By delving deeper into these relationships through qualitative research 

and conducting case studies at both firm and country levels, researchers can uncover 

valuable insights that offer a more nuanced understanding of the intricate dynamics at 

play. Such endeavours would not only contribute to the existing body of knowledge 

but also provide a solid foundation for informed decision-making by practitioners and 

policymakers in navigating the complexities of financial management in international 

and diverse economic contexts. 
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Aim: This paper aims to understand the effects of ownership concentration on firm risk and value.  

 

Design / Research methods: The author focuses on the largest publicly listed 91 German corporations 

in the time period 2010 to 2021. The resulting sample contains between 928 and 1051 observations and 

is analysed through a pooled OLS regression analysis. Ownership concentration is measured in terms of 

the number of blockholders, the size of the largest shareholder, and the Herfindahl Index of the ten largest 

shareholders. Firm value is captured with Tobin’s Q and firm risk is computed as the annualised daily 

stock price volatility. 

 

Conclusions / Findings: It is found that ownership concentration affects firm risk significantly 

negatively. Moreover, results suggest an inverse U-shape relationship between ownership concentration 

and firm value. This relationship can be explained by combining the negative effects of rising ownership 
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1. Introduction  

 

Every successful company balances the relationship between ownership and 

control, where the alignment of interests can be the driving force behind a firm’s risk 

and value – a topic that has captivated the attention of researchers for almost a century. 

Berle and Means’ publication The Modern Corporation and Private Property (1932) 

laid the foundation for a new line of research and has unsolved implications for several 

stakeholders to date. They argued that the role of profit maximization as a guide to 

resource allocation is undermined by the diffusion of ownership and control.  

At its core lies the principal-agent problem, which stems from the misalignment 

of goals between the firm’s owners (principals) and its management (agents). This 

problem arises from the delegation of decision-making authority by the principals to 

the agents, where both parties have conflicting incentives and information asymmetry. 

As a result, this misalignment leads to agency costs which may harm the firm’s overall 

performance or increase its risk and thus has far-reaching implications for managers, 

firm owners and further stakeholders. 

There are several ways for owners to address this problem. For instance, owners 

can monitor firm managers’ decisions and thereby reduce the agency cost. 

Additionally, owners can govern a firm more directly by intervening into firm’s 

operations. It has been argued that an important factor determining the degree of 

monitoring behaviour and interventions depends on ownership concentration 

(Shleifer, Vishny 1986). Researchers have established significant relationships 

between ownership concentration and firm risk and value – but with conflicting results 

(Becht et al. 2003; Michelberger 2016). 

The relationship between ownership concentration on firm risk is generally 

negative, studies show (e.g., Rossetto et al. 2023). The majority of shareholders tend 

to show risk-averse behaviour, which becomes more pronounced as the amount of 

their investment, and hence the ownership concentration of a firm, increases. As a 

result, a higher ownership concentration can reduce the overall firm risk.  

With respect to the effect of ownership concentration on firm value, researchers 

are inconclusive. On one side, there are positive effects of high ownership 

concentration on firm value, as a higher stake is associated with more monitoring 
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behaviour and owners can apply higher pressure to management through a threat of 

exit. On the other side, high ownership concentration can have a detrimental effect on 

firm value when it leads to over-monitoring (Aghion, Tirole 1997; Burkart et al. 

1997), the misuse of power by large blockholders (Bhojraj, Sengupta 2003), or 

liquidity constraints (Bolton, von Thadden 1998; Edmans 2009).  

On top of conflicting results presented in the literature, there have not been more 

recent studies investigating the impact of ownership concentration on firm risk and 

value. In 2000, Lehmann and Weigand claimed that a more network-like structure is 

found in Germany, where on average the largest shareholder controls 89% of voting 

stocks. However, between 2010 and 2021 the largest shareholder of German firms 

owned on average only 25% which is less than half the 63.96 percent that the largest 

shareholder controls in a European firm (Faccio et al. 2011). It is reasonable that the 

global convergence of governance systems (Yoshikawa, Rasheed 2009) has impacted 

the ownership structures of German firms. In line with this assumption, Stiglbauer 

(2010) suggested that Germany is developing towards a market-oriented system with 

a more dispersed ownership concentration. Such a market-oriented ownership 

structure is found in Anglo-Saxon markets, which have been of interest to previous 

researcher. Therefore, the central question at hand is how the relationships between 

ownership concentration, firm risk and value behave in the recently transformed, and 

more Anglo-Saxon-like, German market. As one of the world’s top ten markets in 

terms of market capitalisation (World Bank 2023), the German stock market has 

established itself as a crucial player on the global stage and presents a valuable case 

for researchers to study.  

This study aims to contribute to the on-going debate on corporate governance by 

empirically analysing the effects of ownership concentration on firm risk and firm 

value through a pooled OLS regression of 91 companies listed in Germany’s most 

prominent stock submarkets over the time period 2010 to 2021. 

In particular, it is found that there is a negative relationship between ownership 

concentration and firm risk, because larger shareholders are more risk-averse and 

influence agents’ decisions towards their preferences. Moreover, results show that 

ownership concentration and firm value have an inverted U-shape relationship, which 

can be explained by factors which also affect the ownership concentration and firm 
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risk relationship, as well as balancing advantages and disadvantages of a higher 

ownership concentration on firm value. 

The remainder of the paper is organized as follows. Section 2 presents the 

theoretical background and hypothesis development. Section 3 discusses the 

methodology, including data sources, sample and variables. Section 4 and 5 focus on 

analysis and empirical results. In Section 6, robustness tests are presented. Finally, 

section 7 discusses the findings and section 8 concludes. 

 

2. Theoretical background and hypothesis development 

 

2.1. Ownership concentration and firm risk 

To examine the relationship between ownership concentration and firm risk, it is 

important to first understand the characteristics of firm owners. Two key factors 

influence this relationship.  

First, any shareholder who invests in a particular firm has a stake in the company, 

making them a partial owner. As such, when firm owners exhibit risk-averse 

behaviour their risk-aversion becomes more pronounced as the size of their 

investment increases. Therefore, shareholders owning a high stake in a firm are 

relatively more risk averse than those who own a smaller stake.  

Second, as a shareholder’s stake increases, their monitoring activity also 

increases, and their influence on the management’s decisions becomes greater. This 

is because when there are multiple principals, free riding occurs. However, as the 

number of principals decreases and consequently their stake increases, their relative 

benefit of monitoring is bigger and the free-riding problem can be overcome (Shleifer, 

Vishny 1986). As a result, larger shareholders are more likely to have a say in which 

projects are undertaken, as they can use their monitoring activity to influence 

management (Burkart et al. 1997). 

Combining these two characteristics of firm owners, it becomes clear that large 

shareholders prefer lower risk/return projects, whereas smaller shareholders prefer 

projects with a higher risk/return ratio (Dhillon, Rossetto 2015). Furthermore, large 

shareholders can use their monitoring activity to pressure agents towards more risk-

averse decisions.  
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The size of shareholders determines the degree of ownership concentration. That 

is, a firm with fewer shareholders owning larger stakes has a higher ownership 

concentration than a firm with multiple shareholders owning small stakes. Because a 

firm with high ownership concentration tends to have larger, more risk-averse 

shareholders, who are more likely to influence management’s decisions towards their 

preferences, it is expected that a higher ownership concentration is negatively 

associated with firm risk. 

Research exploring the effects of ownership concentration on firm risk has 

confirmed these dynamics in various ways. For example, John et al. (2008) found that 

the higher the share of the largest shareholder is, the lower firm risk becomes. Faccio 

et al. (2011), extended this research to the diversification of the largest blockholder. 

As the diversification of the largest blockholder increases, investment in that company 

becomes relatively smaller. Hence, the benefit of monitoring agents becomes 

relatively smaller, implying a lower engagement of monitoring and leading to a higher 

firm risk. 

Due to differing opinions about risk choices between blockholders and smaller 

shareholders, i.e., blockholders are more risk-averse than smaller shareholders, 

Dhillon and Rossetto (2014) theorized that a second medium-sized blockholder can 

mitigate the conflict of interest between a single large blockholder that is more risk-

averse and multiple smaller shareholders that are less risk-averse. 

Accordingly, research has shown that firms with one blockholder are less risky 

than firms with two (Carlin, Mayer 2003), and that being a firm with multiple 

blockholders positively affects firm risk relative to a firm with one (Rossetto et al. 

2023). In the same paper, a negative relationship between ownership concentration 

and firm risk was found using the Herfindahl index as the measure for ownership 

concentration. 

Empirical research on the effect of ownership concentration on firm risk in Anglo-

Saxon markets has consistently shown a negative relationship.  

To test whether these findings are generalisable to the German market, the 

following hypothesis is developed: 

Hypothesis 1: There is a negative relationship between ownership concentration and 

firm risk. 
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2.2. Ownership concentration and firm value 

Creating firm value for stakeholders is a fundamental objective for any 

corporation, and studying influential factors, including ownership concentration, is 

essential in understanding its impact. However, to date, research on the effect of 

ownership concentration on firm value has been inconclusive (Becht et al. 2003). 

Previous research outlined two main reasons why ownership concentration may 

be positively correlated with firm value. 

The first reason is that since large blockholders have relatively more to lose, they 

become more risk-averse and their engagement in monitoring activities increases 

(Shleifer, Vishny 1986). Consequently, agents in a firm with a large blockholder, 

compared to a firm with a dispersed set of owners, are monitored more intensively by 

the large blockholder. As a result, information asymmetry and the misalignment of 

goals between principals and agents is reduced which reduces agency costs and 

ultimately adds firm value. Agents in a firm without a blockholder are less monitored 

and rather follow their own interest than those of the principals, leading to a higher 

agency cost and harming firm value. The creation of firm value based on the effect of 

ownership concentration has further been analysed and confirmed by more recent 

research (Admati et al. 1994; Huddart 1993).  

The second reason why having large shareholders is more desirable to increase 

firm value is put forward by Admati and Pfeiderer (2009), and Edmans (2009). They 

argue that even if large blockholders cannot exercise “voice”, that is monitoring and 

influencing firm’s decision making, they still can govern agents through the “threat 

of exit”. A significant proportion of top management’s compensation can be attributed 

to stock compensation (Ofek, Yermack 2000). Therefore, by threatening to sell one’s 

shares in the firm and reducing the firm’s share price ex post, firm’s management is 

induced to create value ex ante. 

At the same time, researchers found that high ownership concentration can have 

a negative relationship with firm value. One factor behind this negative relationship 

is that large shareholders may misuse their relatively higher power to the disadvantage 

of smaller ones (Bhojraj, Sengupta 2003), expropriating them instead of the firm 

management expropriating all shareholders (Shleifer, Vishny 1997). Findings by 



THE EFFECT OF OWNERSHIP CONCENTRATION ON FIRM RISK AND VALUE 

79 

Barclay and Holderness (1989), Dyck and Zingales (2004), and Nenova (2003) 

support the existence of this process. 

Another factor which may decrease firm value is the over-monitoring of large 

blockholders (Aghion, Tirole 1994; Burkart et al. 1997). As large blockholders by 

definition have higher stakes, their over-monitoring pressures firm management into 

being too risk averse and not taking more costly, yet promising opportunities. With 

this reasoning in mind, it is plausible why there is empirical evidence that firm value 

is increased in the presence of two blockholders, instead of one (Lehmann, Weigand 

2000; Maury, Pajuste 2005; Laeven, Levine 2008). 

Lastly, a highly concentrated ownership can imply less stock liquidity and makes 

it more difficult for other investors to punish firm management (Bolton, von Thadden 

1998; Edmans 2009). More recently Konjin et al. (2011) found a negative relationship 

between ownership concentration measured in terms of blockholder dispersion and a 

measure for firm value, Tobin’s Q.  

Burkart et al. (1997) argue that a trade-off between the benefits of monitoring and 

those of managerial initiative takes place with changes in ownership concentration. 

They reason that when ownership concentration is low, less monitoring takes place 

which induces the manager to take initiative. On the other side, managers are dis-

incentivised to take initiative in firms with high ownership concentration because in 

those, they are intensively monitored by principals with high stakes. This line of 

reasoning suggests that the true relationship between ownership concentration and 

firm value may be non-linear, rather than linear. This is supported by Gedajlovic and 

Shapiro (1998), who found a significant negative, non-linear relationship between the 

size of the largest shareholder and return on total assets. 

In sum, empirical evidence collected in Anglo-Saxon markets on the relationship 

between ownership concentration and firm value is inconclusive. Therefore, 

hypotheses 2a-c are formulated to test three alternative relationships: 

Hypothesis 2a: There is a positive relationship between ownership concentration and 

firm value. 

Hypothesis 2b: There is a negative relationship between ownership concentration and 

firm value. 
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Hypothesis 2c: There is a non-linear relationship between ownership concentration 

and firm value. 

 

3. Methodology 

 

3.1. Data sources and sample 

The sample consists of an unbalanced panel data set of 91 German firms listed in 

the Germany’s most prominent submarkets between the years 2010 and 2021. 

Together, the DAX and MDAX track the 80 largest companies in Germany based on 

their market capitalisation and further publicly available requirements (Börse 

Frankfurt 2023). The majority of data used in this article has been collected from the 

Refinitiv Eikon database. This is a well-known financial database that includes 

company data, market data, ownership data and more, making it a suitable source for 

this research. The retrieval of accounting, market and ownership data was achieved 

through the use of the specific ISIN codes of the companies. Only the EUR/USD 

exchange rates stem from the OECD database and firm age has been collected through 

the firm’s public websites available on the open internet. From these sources, 

information has been gathered on the variables of companies that have been publicly 

listed the German DAX and MDAX index between the years 2010 to 2022 resulting 

in an initial sample size of 97 companies. 

As in previous studies, specific companies are left out. For instance, the 

accounting data of the fraudulent company Wirecard cannot be trusted and therefore, 

Wirecard was dropped. Additionally, firms operating in the financial sector (banks) 

were excluded because their operations are tightly regulated and have a special 

business model (e.g., Demsetz, Lehn 1985). This led to a final sample size of 91 firms. 

Next to that, large parts of accounting data for the year 2022 was missing at the 

time of retrieval (early 2023), which resulted in narrowing down the years to 2010 to 

2021. Depending on the variable, the total number of observations ranges from 928 to 

1,051. A detailed description of the variables and summary statistics can be found in 

Tables 1 and 2, respectively. 
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Table 1. Description and source of variables 

Variable Description Source 

 TobQ  
(BV total assets – BV common stock – Deferred income 

taxes + MV Equity) / BV total assets. 
 Eikon  

 AnnVola  Daily share price volatility computed annually in %.  Eikon  

 #blockh  
Number of blockholders. A blockholder is defined as a 

shareholder holding at least 5%. 
 Eikon  

 %top1  Percentage held by the largest shareholder.  Eikon  

 HerfTop10  
Herfindahl index calculated as the sum of squares of 

percentage held by the ten largest shareholders. 
 Eikon  

 Age  Age of the firm in years.  Internet  

 Size  MV of common equity in thousands of euros.  Eikon  

 Lev  Total outstanding debt / BV common stock.  Eikon  

 EURUSD  Exchange rate EUR to USD. OECD 

Notes: MV refers to market value, BV refers to book value.  
 

Table 2. Summary statistics of variables for 91 firms in sample 

Variable   Mean   Median   Std. dev.   Min   Max   Count  

 TobQ  1.77 1.33 1.39 0.10 13.29 953 

 AnnVola  30.79 28.32 11.94 5.67 111.98 928 

 #blockh  1.87 2.00 1.28 0.00 9.00 946 

 %top1  0.25 0.16 0.22 0.00 0.95 946 

 HerfTop10  0.12 0.05 0.18 0.00 0.90 940 

 Age  66.89 50.00 52.63 0.00 174.00 1051 

Size a 16,281,953 6,449,243 23,252,600 43 152,601,781 947 

 Lev  0.86 0.60 1.18 -10.21 13.48 972 

 EURUSD  0.83 0.85 0.07 0.72 0.90 1051 

Notes: Variables are defined as in Table 1. a Size is given in thousands. 
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3.2. Variables 

3.2.1. Dependent variables 

The first dependent variable is firm risk (AnnVola), which is measured as the 

annualized daily share price volatility as it has been done in previous studies (John et 

al. 2008; Faccio et al. 2011; Rossetto et al. 2023). Risk-averse investors tend to prefer 

firm with lower risk which is why firms with lower risk can attract more shareholders. 

The attraction of additional shareholders increases the demand for a given number of 

shares, positively affecting the firm’s market value and hence, both managers and 

shareholders can benefit. On average, the sample reports an annual volatility of 

30.79% which is equal to a daily share price volatility of 1.94%, considering 252 

trading days. 

The second dependent variable of interest is firm value (TobQ), which is defined 

as Tobin’s Q. This metric has been used by previous researchers (Cho 1998; 

Himmelberg et al. 1999; Holderness et al. 1999, Konijn et al. 2011) and is the ratio of 

the market value of a firm’s assets divided by its replacement cost. Here, the market 

value of the assets is calculated as the book value of total assets minus the book value 

of common stock and deferred income taxes plus the market value of equity. The 

replacement costs are calculated as the book value of the assets. Firm value is created 

when Tobin’s Q increases as in this scenario firm managers are able to improve the 

firm’s market value relative to its replacement costs. A value of at least one indicates 

that the market value of assets is larger than its replacement costs which for instance 

can be explained a positive earnings outlook. A value below one means that the 

replacement costs exceed the market value of assets. As a firm’s replacement costs 

are more constant and owners have an interest in rising equity value, a higher Tobin’s 

Q is desirable. The median value reported for TobQ is 1.33, which is slightly higher 

than one and indicates that between 2010 and 2021, German firms’ market values 

exceeded their replacement costs by 33%. 

 

3.2.2. Independent variables 

The concept of ownership concentration comes in various forms. It can refer to 

the size or diversification of either the single largest blockholder or the multiple 

largest ones, the total number of blockholders, or a metric measuring ownership 
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concentration of multiple shareholders (e. g. by way of the so-called Herfindahl index, 

or the Gini coefficient). Depending on the definition of ownership and whether firm 

value or firm risk is studied, outcomes may differ. In this study, ownership 

concentration is the independent variable used to explain firms’ changes in value and 

risk.  

The first two variables measure the official size of shareholders, but this may not 

represent the true voting power of each shareholder since more complex cross-

shareholdings different share classes can be present (Lehman, Weigand 2000). 

Nevertheless, previous research still successfully used variables that consider the size 

of shareholders.  

To help overcome this problem and further strengthen this research the number 

of blockholders is used as another measure of ownership concentration. This variable 

is not directly connected to the size of a shareholder and hence strengthening the basis 

of this research. In total, three separate variables are used to capture ownership 

concentration; the number of blockholders, the size of the largest shareholder, and the 

Herfindahl Index of the ten largest shareholders. 

First, the number of blockholders (#blockh) is used as a measure for ownership 

concentration. A blockholder is defined as a shareholder owning at least 5% of the 

outstanding shares. Since most countries demand public disclosures for shareholders 

owning at least 5%, this level is commonly used in research (Edmans, Holderness 

2017). A firm consisting of only one blockholder and else consisting of shareholders 

owning less than 5% has a higher ownership concentration than a firm with multiple 

blockholders. In Table 3 it is reported that in 39% of the years, firms had one 

blockholder whereas in 53% multiple blockholders were present. Only in 8% of the 

years did firms have no single shareholder owning a higher share than 5%. This 

ownership structure is consistent throughout the years as in all years, most firms were 

having multiple shareholders, followed by one blockholder and lastly none. Thus, 

most German firms have a high ownership concentration.  

Second, the percentage of all shares held by the largest blockholder (%top1) is 

employed to assess ownership concentration. When the largest blockholder owns a 

significant amount of the total shares and thus owns a high percentage of the firm, 

ownership concentration is high. As shown in Figure 1 in only 80 firm-years, a 
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shareholder of a firm owned less than 5% and hence had a diffused ownership 

structure. In about one quarter of the time, firms had a largest shareholder owning 

between 5% and 10%. In 50% of the years, the largest shareholder owned between 

10% and 50% and in only 18% of the years over 50%. It is important to note, that in 

general owning more than 50% of a firm gives the majority of voting rights and hence 

almost fully controls the firm. Moreover, Table 3 reports that throughout the years, 

there was no large deviation between the average share owned by the largest 

shareholder. 

 
Figure 1. Histogram of the number of years by percentage held by largest 

shareholder 
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Table 1. Detailed summary for each ownership concentration measure by year 

  Number (Percentage) of blockholders Mean (Standard Error) 

Year 
One 

blockholder 

Multiple 

blockholders 

Diffused 

ownership 
Total %top1 HerfTop10 

2010 30 29 7 66 0.242 0.116 

 (45%) (45%) (10%) (7%) (0.211) (0.171) 

2011 23 36 7 66 0.241 0.117 

 (34%) (55%) (10%) (7%) (0.217) (0.175) 

2012 25 38 5 68 0.255 0.130 

 (37%) (56%) (7%) (7%) (0.234) (0.194) 

2013 28 40 5 73 0.261 0.130 

 (38%) (55%) (7%) (8%) (0.227) (0.179) 

2014 24 44 8 76 0.235 0.114 

 (32%) (58%) (11%) (8%) (0.218) (0.17) 

2015 33 37 10 80 0.245 0.125 

 (40%) (48%) (13%) (8%) (0.235) (0.178) 

2016 35 38 8 81 0.254 0.127 

 (44%) (46%) (10%) (9%) (0.231) (0.172) 

2017 30 46 8 84 0.246 0.120 

 (36%) (55%) (10%) (9%) (0.221) (0.164) 

2018 27 52 7 86 0.25 0.124 

 (31%) (60%) (8%) (9%) (0.224) (0.172) 

2019 35 47 5 87 0.246 0.122 

 (40%) (54%) (6%) (9%) (0.223) (0.176) 

2020 40 45 3 88 0.253 0.125 

 (45%) (51%) (3%) (9%) (0.222) (0.175) 

2021 35 49 7 91 0.271 0.141 

 (40%) (53%) (8%) (10%) (0.239) (0.196) 

Total 365 501 80 946 0.250 0.124 

  (39%) (53%) (8%) (100%)     

Notes: Variables are defined as in Table 1.   

 

Lastly, ownership concentration is captured by the Herfindahl index (HerfTop10). 

This index is usually used a measure for market concentration. In this case however, 

the all shares of a firm represent the market and each shareholder functions as a market 
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participant. It is calculated as the sum of squares of percentages owned by the ten 

largest shareholders. By construction, it ranges between a value of 1 which would 

equal a monopoly, or, in this case, one single shareholder, to 0 which would represent 

a fully diversified ownership structure. A higher value indicates higher ownership 

concentration and vice versa. As for %top1, Table 3 illustrates that the Herfindahl 

index does not change meaningfully over the sample period. The exact formula for 

the computation of the Herfindahl index is as follows: 

  

𝐻𝑒𝑟𝑓𝑇𝑜𝑝10 = (%𝑇𝑜𝑝#1)2 + (%𝑇𝑜𝑝#2)2 +⋯+ (%𝑇𝑜𝑝#10)2 
 

 

3.2.3. Control variables 

Four control variables are used to improve the accuracy and validity of the 

statistical analysis. These are firm age, firm size, leverage, and the EUR/USD 

exchange rate. 

Firm age (Age) cannot be influenced by ownership concentration. It is expected 

that older firms are more established and hence are less volatile than younger firms. 

(Rossetto et al. 2023). Moreover, older firms are experiencing more slack (Sharfman 

et al. 1988; George 2005) because their routinisation may hinder them from improving 

present inefficiencies (Le Mens et al. 2015). Additionally, as firm age increases costs 

tend to rise too (Dixon 1953). This suggests a negative relationship between firm 

value and age. 

Firm size (Size), measured as market value of common equity, cannot easily be 

changed through ownership alterations. As this sample includes the largest listed 

German firms, it takes a substantial investment to make a significant impact. It is 

expected that bigger firms are less risky. This is explained by the leverage effect which 

states that a future stock volatility is inversely correlated to a stock price (Black 1976). 

It is found that this effect is stronger for smaller firms than for bigger ones (Cheung, 

Ng 1992). Firm value is expected to have a negative relation with firm size as mature 

firms have less growth opportunities and operate in more saturated markets (Konijn 

et al. 2011). 

Leverage (Lev) is a suitable control variable because to have a significant effect 

on the debt-to-equity ratio as an (potential) owner is rather difficult since for large 
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stock-listed firms huge investments need to be made. Firms with higher leverage are 

more susceptible to financial and default risk and changes in earnings get magnified. 

Therefore, a positive relationship between leverage and firm risk is expected (Christie 

1982). Higher leverage can increase firm value when it serves as a disciplinary role 

(Safieddine, Titman 1999) but it may decrease firm value because more risk is 

introduced (Fratini, Tettamanzi 2015). Other researchers found no significant 

relationship between leverage and firm value (Holderness et al. 1988; Mikkelson, 

Partch 1989). Hence, the effect of leverage on firm value is inconclusive. 

Changes in the EUR/USD (EURUSD) exchange rate are determined by complex 

factors that are outside of the control of firm owners making it a suitable control 

variable. Depending on the country and specific exchange rate, the exchange rate 

significantly affects firm value (Dominguez, Tesar 2005). Over the years 2010 to 2021 

the German economy constantly reported an export surplus (Statistisches Bundesamt 

2023). As a result, on average, German firms benefit when the Euro weakens against 

the US Dollar because exports become cheaper. Therefore, a negative relationship 

between firm value and EUR/USD is expected.  

This exchange rate exposure has significant effects on firm risk too. It was found 

that, especially during large swings of the German currency and the USD, German 

share prices became more volatile, and hence firm risk increased significantly (Glaum 

2000). 

 

4. Analysis  

 

To analyse the effects of ownership concentration on firm risk and value and test 

the hypotheses, a pooled ordinary least squared (OLS) regression model was used. 

This method is chosen under the assumption that the German firms included in the 

sample have similar regression coefficients. Furthermore, it is assumed that the error 

terms are not correlated with independent variables and homoscedastic.  

To ensure that the data fits the assumption of panel data analysis, the independent 

variables TobQ and AnnVola are screened for their unit root. Nonstationary was not a 

concern given that for Tobin’s Q 𝜒2 = 294.34 (p < 0.01) and for Annual Volatility 
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𝜒2 = 336.46 (p < 0.01) indicating that a shift in time does not lead to a change in the 

shape of the distribution. Next, homoscedasticity and multicollinearity are tested.  

Homoscedasticity is tested through the Breusch-Pagan test and the hypothesis of 

normal error terms is rejected at the 1% confidence level. This result suggests that the 

assumption of equal variance of the residuals is violated. Multicollinearity is analysed 

based on a pairwise correlation matrix and VIF values, as depicted in Table 4. The 

correlation matrix was computed using the within-individual Pearson correlation 

coefficient between pairs of variables. This is because it is specifically designed for 

panel data, where multiple observations throughout the years 2010-2021 are nested 

within one firm. Most correlations are significant at the 1% confidence level, however, 

with low correlations.  

Except for EURUSD, all independent variables show a significant correlation with 

the dependent variables TobQ and AnnVola indicating that they are suitable 

explanatory variables. 

The highest correlation is found between HerfTop10 and %top1 (r = 0.963***) 

which is logical since the Herfindahl Index of the ten largest shareholders is highly 

dependent on the largest shareholder, especially when the largest shareholder is 

owning a large percentage of the firm. Furthermore, both are measuring ownership 

concentration and hence do not create problems as they are not used in a model 

simultaneously. Interestingly, the second highest correlation between Age and 

#blockh (r = -0.266***) is negative, meaning that older firms tend to have fewer 

shareholders keeping a significant stake in the firm, and vice versa. Moreover, Size 

and %top1 (r = -0.266***) are negatively correlated, indicating that in larger firms it 

is less likely to find a shareholder owning a great proportion of shares.  

Even though the correlation coefficients are generally low between the variables, 

the first column in Table 4 adds information as it presents the variance inflation factors 

(VIF) defined as 1/(1 − 𝑅2) that are associated with the regression models. All VIF 

values are close to one, indicating no problem of multicollinearity.  

With respect to the squared independent variables capturing ownership 

concentration, the VIF values were obtained using the sequential sum of squares 

method to capture the VIF separately for each variable. Also, for these variables, the 

VIF values are close to one and hence do not indicate multicollinearity. 
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Next to homoskedasticity and multicollinearity, there are concerns regarding 

autocorrelation because observations for a firm in a past year are likely correlated with 

the current year. Additionally, since the sample contains firms listed in the German 

stock market, a cross-sectional dependence is likely due the same location and 

neighbouring effects (Trueman 1994; Welch 2000; Feng, Seasholes 2004).  

To address the concerns of heteroscedasticity, autocorrelation, and cross-sectional 

dependence, Driscoll and Kraay’s (1998) nonparametric covariance matrix estimator 

in combination with a pooled OLS was used. This was achieved through Stata’s 

“xtscc” program that produces standard errors robust to spatial and temporal 

dependence and that are heteroscedasticity- and autocorrelation-consistent (Hoechle 

2007). 

Finally, the regression models are presented. There are six regression models in 

total, where regression models 1–3 test the effect of ownership concentration on firm 

risk – hypothesis 1. Models 4–6 test the effect of ownership concentration on firm 

value. They focus on hypothesis 2c to ensure comprehensibility and prevent using 

excessive regression models. The linear hypotheses 2a and 2b are discussed after the 

analysis of models 4–6.  

The pooled OLS regression models for firm 𝑖 and time 𝑡 are specified as follows:  

 
𝐴𝑛𝑛𝑉𝑜𝑙𝑎𝑖𝑡 = 𝛽0 + 𝛽1 × #𝑏𝑙𝑜𝑐𝑘ℎ𝑖𝑡 + 𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑠𝑖𝑡 + 𝜀𝑖𝑡 

  (1) 

 

 
𝐴𝑛𝑛𝑉𝑜𝑙𝑎𝑖𝑡 = 𝛽0 + 𝛽1 ×%𝑡𝑜𝑝1𝑖𝑡 + 𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑠𝑖𝑡 + 𝜀𝑖𝑡 

(2) 

 
 

𝐴𝑛𝑛𝑉𝑜𝑙𝑎𝑖𝑡 = 𝛽0 + 𝛽1 × 𝐻𝑒𝑟𝑓𝑇𝑜𝑝10𝑖𝑡 + 𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑠𝑖𝑡 + 𝜀𝑖𝑡 
(3) 

 
 𝑇𝑜𝑏𝑄𝑖𝑡 = 𝛽0 + 𝛽1 × #𝑏𝑙𝑜𝑐𝑘ℎ𝑖𝑡 + 𝛽2 × #𝑏𝑙𝑜𝑐𝑘ℎ_𝑠𝑞𝑖𝑡 + 𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑠𝑖𝑡

+ 𝜀𝑖𝑡 
(4) 

 
 

𝑇𝑜𝑏𝑄𝑖𝑡 = 𝛽0 + 𝛽1 ×%𝑡𝑜𝑝1𝑖𝑡 + 𝛽2 ×%𝑡𝑜𝑝1_𝑠𝑞𝑖𝑡 + 𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑠𝑖𝑡 + 𝜀𝑖𝑡 
(5) 

 
 𝑇𝑜𝑏𝑄𝑖𝑡 = 𝛽0 + 𝛽1 × 𝐻𝑒𝑟𝑓𝑇𝑜𝑝10𝑖𝑡 + 𝛽2 × 𝐻𝑒𝑟𝑓𝑇𝑜𝑝10_𝑠𝑞𝑖𝑡 +

𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑠𝑖𝑡 + 𝜀𝑖𝑡, 
(6) 

 
where #blockh_sq, %top1_sq, and HerfTop10_sq are the squared explanatory 

variables and Controls are 𝛽2 × 𝐴𝑔𝑒𝑖𝑡 + 𝛽3 × 𝑆𝑖𝑧𝑒𝑖𝑡 + 𝛽4 × 𝐿𝑒𝑣𝑖𝑡 + 𝛽5 ×

𝐸𝑈𝑅𝑈𝑆𝐷𝑖𝑡. Definitions of all variables are stated in Table 1 
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Table 4. Pairwise correlation between all variables, 2010–2021 

 

 

 

    VIF [1] [2] [3] [4] [5] [6] [7] [8] 

TobQ [1]  1        
           

AnnVola [2]  0.036 1       
           

#blockh [3] 1.04 0.149*** 0.045* 1      
           

%top1 [4] 1.15 0.167*** -0.044* -0.113*** 1     
           

HerfTop10 [5] 1.12 0.127*** -0.072** -0.142*** 0.963*** 1    
           

Age [6] 1.11 -0.115*** -0.136*** -0.226*** -0.148*** -0.098*** 1   
           

Size [7] 1.12 -0.064* -0.195*** -0.081** -0.226*** -0.182*** 0.221*** 1  
           

Lev [8] 1.08 -0.086*** 0.096*** 0.079** -0.181*** -0.189*** -0.041 0.075** 1 
           

EURUSD [9] 1.01 0.127*** 0.010 -0.004 0.008 0.011 0.025 0.090*** 0.065** 

  

Notes: Variables are defined as in Table 1. ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respectively. VIF 

values for blockh_sq, %top1_sq, and HerfTop10_sq, are 1.175, 1.080, and 1.126, respectively. 
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5. Empirical results 

 

5.1. Regression results firm risk 

Table 5. Effect of ownership concentration on firm riskTable 5 shows the 

results of the pooled OLS regressions for the effect of ownership concentration on 

firm risk (see equations 1–3). In all three regressions, firm risk is the dependent 

variable. In the first regression, the measure of ownership concentration is #blockh. 

In the second specification, it is %top1, and in the third HerfTop10. Furthermore, they 

are in line with previous studies, as in all three specifications, a higher value of each 

ownership concentration measure is associated with a lower degree of firm risk.  

An increase of one #blockh has relatively small economic relevance as it is 

associated with a relatively low decrease of 0.562** (p < 0.05) (AnnVola). The 

economic impact of %top1 and HerfTop10 on volatility is more important because 

their coefficients are much larger. For instance, when the largest owner increases the 

percentage of shares owned by 1%, annual volatility is associated with a decrease of 

4.177% (p < 0.01). Similarly, a 1% increase in (HerfTop10) is associated with a 6.582 

(p < 0.01) decrease in (AnnVola). 

The control variables Age, Size, and Lev exhibit consistent signs and are 

significant at the 1%, 1%, and 10% level, respectively. Moreover, the signs of their 

coefficients are consistent with those hypothesized in previous literature and hence 

served as eligible control variables in the model. However, the control variable 

EURUSD was not significant at the 10% level in any of the three models. Glaum et 

al. (2000) explored the exposure of German corporations to the USD and found a 

significant impact but they also stated that their results are unstable over time. In 

particular, they reported that especially when the currency pair was volatile, results 

were significant. During their sample period, the currency pair moved between 3.6 

and 1.75 with large spikes and falls (CEIC 2023). This was not the case for the 

EUR/USD between the years 2010 to 2021, where the pair merely ranged between 

1.45 and 1.05 (ECB 2023) explaining why the EURUSD coefficients are insignificant. 

With all three models reporting F statistics significant at the 1% level, they are 

relevant overall. Altogether, the results lend statistical support for hypothesis 1 – 

ownership concentration and firm risk have a negative relationship. 
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Table 5. Effect of ownership concentration on firm risk 

  (1) (2) (3) 

#blockh -0.562**   

 (0.231)   

%top1  -4.177***  

  (1.301)  

HerfTop10   -6.582*** 

   (1.715) 

Age -0.015*** -0.016*** -0.014*** 

 (0.004) (0.005) (0.004) 

Size a -89.500*** -96.7*** -95.500*** 

 (13.000) (14.800) (13.900) 

Lev 1.248* 1.031* 0.999* 

 (0.572) (0.644) (0.630) 

EURUSD 5.598 6.059 7.563 

 (25.726) (25.693) (26.233) 

Constant 28.276 28.271 26.574 

  (21.479) (21.545) (21.940) 

Observations 860 860 860 

F 16.24*** 10.69*** 9.41*** 

R2 0.055 0.0571 0.059 

Notes: This table presents results from pooled OLS regressions based on eq. (1-3). 

Variables are defined as in Table 1. Driscoll and Kraay’s (1998) robust standard errors in 

parentheses. ***, **, and * indicate significance at the 1%, 5%, and 10% levels, 

respectively. a Coefficient and SE given in E-06. 

 

 

5.2. Regression results firm value 

Table 6 shows the results of the pooled OLS regressions for the effect of 

ownership concentration on firm value (see equations 4–6). In all three regressions, 

firm value is the dependent variable. 
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In the first specification, the measure of ownership concentration is #blockh and 

#blockh_sq. Both the linear and squared variable are insignificant at the 10% level 

and even if they were, their economic impact would be very limited. Previous 

researchers who investigated the relationship between the number of blockholders and 

firm risk have not only focused on the role of the largest blockholder, as explored in 

model 5, but differentiated between the largest blockholder, mid-sized blockholders 

and created subsamples with no, one and more than one blockholders to find 

significant empirical evidence (e.g., Rossetto et al. 2023). The use of such subsamples 

may help in establishing significant results, but is beyond the scope of this article and 

thus not explored.  

In the second specification, the measures of ownership concentration are %top1 

and %top1_sq, and in the third HerfTop10 and HerfTop10_sq. The results for both 

specifications are significant and support the assumption of a non-linear relationship 

between firm value and ownership concentration. 

Based on model 5, the coefficient for %top1 (3.496**) indicates a positive linear 

relationship between %top1 and TobQ. However, the coefficient for %top1_sq (-

3.512*) indicates that as %top1 increases, the effect on TobQ becomes negative at an 

increasing rate. Therefore, a turning point exists where the relationship between 

%top1 and TobQ changes from positive to negative. 

The same kind of relationship is also found for HerfTop10. The coefficient for 

HerfTop10 (4.891***) is positive, and for HerfTop10_sq (-6.888***) negative. This 

suggests that at lower levels of HerfTop10 a positive relationship with TobQ exists, 

which at some turning point becomes negative.  

For both measures of ownership concentration (%top1 and HerfTop10) the 

relationship with firm value is not a simple linear one. Rather, it is an inverted U-

shape relationship where an increase in ownership concentration initially leads to an 

increase in firm value, but beyond a certain threshold, further increases in ownership 

concentration have a negative impact on firm value.  

The control variable Age reports a negative coefficient significant at the 1% level 

in all models. This is in line with previous research which expects a negative 

relationship between firm age and value.  
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Table 6. Effect of ownership concentration on firm value 

  (4) (5) (6) 

#blockholders 0.140   

 (0.086)   

#blockholders_sq -0.004   

 (0.016)   

% top #1  3.496**  

  (1.316)  

% top #1_sq  -3.512*  

  (1.757)  

Herfindahl Top10   4.891*** 

   (0.840) 

Herfindahl Top10_sq   -6.888*** 

   (1.615) 

Age -0.004*** -0.003*** -0.003*** 

 (0.001) (0.001) (0.001) 

Size a -1.820** 0.750 0.645 

 (0.661) (1.120) (0.890) 

Lev -0.209*** -0.178*** -0.165*** 

 (0.038) (0.036) (0.034) 

EURUSD 2.599*** 2.502*** 2.340** 

 (0.801) (0.779) (0.806) 

Constant -0.091 -0.353 -0.089 

  (0.666) (0.663) (0.612) 

Observations 888 888 888 

F 79.02*** 316.02*** 230.55*** 

R2 0.066 0.084 0.095 

Notes: This table presents results from pooled OLS regressions based on eq. (4–6). 

Variables are defined as in Table 1. Driscoll and Kraay’s (1998) robust standard errors in 

parentheses. ***, **, and * indicate significance at the 1%, 5%, and 10% levels, 

respectively. a Coefficient and SE given in E-12. 



THE EFFECT OF OWNERSHIP CONCENTRATION ON FIRM RISK AND VALUE 

95 

Size does not report consistent coefficients among the three models and only in 

model 4 is Size’s coefficient significant (p < 0.01). One reason for this could be that 

because Size is measured in terms of market value of common equity which is also 

found in the nominator of TobQ, the results are exposed to mechanical correlation. 

Moreover, the true relation between firm size and value may be curvilinear, 

suggesting a quadratic functional form (Dang et al. 2018). 

Lev is consistently associated with a negative effect on TobQ as in models 4–6, 

all coefficients are negative and significant at the 1% level. These results support 

research conducted by Fratini and Tettamanzi (2015). 

Lastly, the effect of EURUSD on TobQ is significant for models 4-6 at the 1% 

level. Contrary to what has been expected for German export-oriented firms, the 

coefficients are all positive. This suggests that an increase of the value of EUR is 

associated with an increase in firm value. One factor explaining this relationship is 

that a significant share, i.e., more than one third, of German exports are made to the 

Euro Area (BMWi 2019). This lowers the exposure of German firms to the EUR/USD 

pair. Moreover, subsidiaries in foreign countries outside the Euro Area create costs 

denominated in USD. Therefore, German firms can also profit from a weaker USD. 

Overall, all models are statistically significant, reporting high F-statistics (p < 

0.01) and in particular models 5 and 6 support hypothesis 2c – a non-linear 

relationship between ownership concentration and firm value. 

 

 
6. Robustness tests 

 

Table 7 reports the estimates of the inverted U-shape relationship between 

ownership concentration (%top1 and HerfTop10) and firm value. To test this 

curvilinear relationship, three steps outlined by Lind and Mehlum (2010) were 

followed. For the sake of traceability, the steps are outlined for %top1 only; 

HerfTop10 followed the same procedure.  

First, the coefficients of the quadratic terms need to be significant and have a 

negative sign. This condition is satisfied (β̂2 = −3.512, p < 0.05). Second, the slope 

of the curve must be sufficiently steep both at the low end (i.e., 𝑋𝐿) and high end (i.e., 
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𝑋𝐻) of the data range. It is important that both slopes are steep enough to exclude the 

possibility of finding a relationship that is rather represented by an exponential or 

logarithmic function. The lower end of the data range is %top1 = 0.005 and the higher 

end is %top1 = 0.947. Using the equations β̂1 + β̂2(𝑋𝐿) and β̂1 + β̂2(𝑋𝐻), the slopes 

at 𝑋𝐿 and 𝑋𝐻 are found to be 3.464 (p < 0.05) and -3.155 (p < 0.1), respectively. Third, 

the turning (extremum) point must be within the data range. Using −β̂1/(2β̂2), the 

extremum point is found at 0.498.  

Furthermore, using “utest” in Stata to test the exact test of the presence of an 

inverse U-shaped relationship, a t-statistic of 1.56 significant at the 10% level could 

be found. To obtain further insight into the significance of the turning point, a 90% 

confidence interval was calculated using the Fieller method [0.444, 0.768]. 

Based on values reported in Table 7, the graphical representations of the inverted 

U-shape relationship between %top1 and TobQ and HerfTop10 and TobQ are 

presented in Figure 2 and Figure 3, respectively. Note that in Figure 3, the estimated 

slope is not included as at the high end of the data range (𝑋𝐿) for HerfTop10, the 

effect on TobQ is negative. 

 
Table 7. Estimates of inverted U-shape relationship: ownership concentration 

and firm value 
  %top1 HerfTop10 

 
 

 

3.496** 4.891*** 
 

-3.512* -6.888*** 

Slope at XL 3.464 4.890 

 (0.011) (0.000) 

Slope at XH -3.155 -7.459 

 (0.073) (0.002) 

U test: t-statistic 1.56 3.58 

 (0.073) (0.002) 

Extremum point 0.498 0.355 

90% confidence interval, Fieller 

method 
[0.444, 0.768] 

[0.319, 0.435] 

Notes: Variables are defined as in Table 1. P-values stated in parentheses. For %top1 XL = 

0.005 and  

XH = 0.947. For HerfTop10 XL = 0.000 and XH = 0.896. ***, **, and * denote significance 

at the 1%, 5%, and 10% levels, respectively. 

  

 

�̂�1  
�̂�2  



THE EFFECT OF OWNERSHIP CONCENTRATION ON FIRM RISK AND VALUE 

97 

Figure 2. Inverted U-shape relationship between %top1 and TobQ 

 

 

 
 

To confirm that the observed relationship is indeed quadratic, a cubic term 

(%top1_cub and HerfTop10_cub) was added to both regression models 5 and 6. 

Thereby, an S-shaped curve can be ruled out. Testing the regression with cubic terms, 

it was found that the coefficients for both %top1 and HerfTop10 turned insignificant 

at the 10% level and thus there is no support for an S-shaped relationship. 
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Figure 3. Inverted U-shape relationship between HerfTop10 and TobQ 

 
7. Discussion 

 

The regression models that analysed the relationship between three different 

measures of ownership concentration and firm risk have confirmed both previous 

research and hypothesis 1. It has been found that in the German market, an increase 

in ownership concentration is negatively associated with firm risk. This is because a 

firm with higher ownership concentration is characterised by shareholders with larger 

stakes, who are more risk-averse. These large shareholders are more inclined to 

engage in monitoring and influence the agents’ decision making, which is why agents 

choose less risky projects and investments. If they cannot successfully monitor, they 

can still influence managers’ decisions through the threat of exit. It is important that 

these dynamics behind the effect of ownership concentration on firm risk have been 

established, as they similarly manifest in the creation of firm value. 
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In Germany ownership concentration is found to have a concave relationship with 

firm value; i.e., ownership concentration has a positive effect on firm value up to a 

certain point. Any rise in ownership concentration beyond that point has detrimental 

effects on firm value. Therefore, hypothesis 2c is supported. Combining the factors 

governing the effect of ownership concentration on firm risk with firm value can help 

explain the concave relationship established by the author.  

As ownership concentration increases, on average, shareholders become more 

risk-averse and monitoring activity increases. This helps overcome the free-rider 

problem and agency costs can be reduced. This process has a positive effect on firm 

value. However, there is a turning point. At that turning point, a rise in ownership 

concentration decreases firm value. The reason is that from that point onwards, the 

marginal reduction in agency costs is lower than the marginal increase in foregone 

profit opportunities. Surpassing the turning point implies that principals become too 

risk-averse and their grip around agents becomes too tight. Consequently, agents are 

forced to take on projects and investments that are very low in risk but also low in 

return. When these agents are faced with highly promising, yet risky business 

opportunities, they cannot take them and potential positive net present value 

investments are foregone.  

Next to monitoring as a means for large shareholders to control the decision 

process in a firm, they can make use of their threat of exit as a substitute, when 

monitoring is not possible. Because the threat of exit becomes stronger as ownership 

concentration rises, and hence the control of large shareholders becomes stronger, the 

threat of exit underlies the same process as the monitoring.  

A study conducted by Hedge and Mishra (2017) exemplifies this risk-based 

approach to the creation of firm value. They found that mergers create value when 

risk-takers acquire risk-avoiding target firms. Such a risk-avoiding firm may be 

characterised by a high ownership concentration. When risk-takers acquire that firm, 

previous large shareholders lose their control on agents and new shareholders 

encourage them to take on profitable, but risky projects and thereby increasing firm 

value.  

Burkart et al. (1997) introduced an additional topic that enhances the explanatory 

power of the concave relationship. They argue that a trade-off must be made between 
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gains from monitoring and managerial initiative. In a firm where ownership 

concentration is low, shareholders do not engage in monitoring, managerial initiative 

tends to be higher. However, because interests between agents and principals are not 

aligned, and agents seek to maximise their private benefit, agency costs arise. When 

ownership concentration is high, shareholders extensively monitor agents, and a 

significantly lower initiative by the firm’s management is expected. In both scenarios, 

high monitoring and low managerial initiative or low monitoring and high managerial 

initiative, firm value is not maximised.  

Hence, as ownership concentration influences the risk-taking behaviour of 

shareholders which in turn affects the creation of firm value, it is important to take a 

risk-based approach when analysing the relationship between ownership 

concentration and firm value. 

Apart from these risk dynamics, there are two factors that lead to the negative 

relationship between ownership concentration and firm value, but which become less 

prominent when a concave relationship between ownership concentration and firm 

value is present, instead of a linear one. One factor is that a higher ownership 

concentration is associated with the mis-use of power by large shareholders through 

the expropriation of smaller ones. The other factor is that stock liquidity is hampered 

when ownership concentration is high and few shareholders own large stakes the 

shares. Thereby, it becomes more difficult for market participants to produce 

information in the stock market and punish firm’s management. Both factors 

negatively affect firm value especially when ownership concentration is high. 

However, these negative effects are less prominent when an inverted U-shape 

relationship is present, it predicts that more value is created when a firm has a medium 

degree of ownership concentration. 

In sum, it follows that a medium ownership concentration is optimal for the 

creation of firm value (see Figure 4). This is because a medium ownership 

concentration balances the risk-taking behaviour of shareholders, finds a balanced 

trade-off between monitoring and managerial initiative, and weakens negative effects 

on firm value that arise when ownership concentration is high. 
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Figure 4. Summary of the factors behind the inverted U-shape relationship 

between ownership concentration and firm value 

 

 
Notes: The slope of each factor should be interpreted as suggestive. The colour gradients 

represent the  

effect of each factor on firm value (red = decrease in firm value; green = increase in firm 

value; darker  

colour = stronger effect). Average size of shareholder and risk aversion have no effect on 

firm value  

per se, but its implications do (grey = no effect).  

 

 

8. Conclusion 

 

In this paper, the effect of ownership concentration on firm risk and value has 

been examined. A higher degree of ownership concentration was hypothesised to be 

associated with a lower degree in risk, as larger shareholders are more risk-averse and 

influence agents’ decision making through monitoring and threats of exit. 
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Furthermore, the literature on the relationship between ownership concentration and 

firm value has been inconclusive. Some studies suggest a positive linear relationship 

while others suggest a negative linear relationships or non-linear relationship. 

Therefore, three hypotheses were formulated to test which relationship best describes 

the data. Additionally, previous literature examined Anglo-Saxon countries with a 

market-based structure. Even though the German market was characterised by a 

network-like structure about 20 years ago, it has since developed into a more market-

based structure due to the global convergence of government systems. Therefore, it is 

assumed that findings in the Anglo-Saxon market are applicable to the German market 

as well. 

The hypotheses were empirically examined using data for the years 2010-2021 

from 91 German firms listed in the DAX or MDAX. The analysis was conducted 

through a pooled OLS regression with ownership concentration measured in three 

different ways; the number of blockholders, the percentage owned by the largest 

shareholder, and the Herfindahl Index based on the ten largest shareholders. The 

results report a significant negative relationship between ownership concentration and 

firm risk. Additionally, a significant inverted U-shaped relationship was observed 

between ownership concentration and firm value. A medium ownership concentration 

is optimal as it balances the monitoring activity or threat of exit imposed by 

shareholders while it also weakens negative effects of high ownership concentration 

on firm value. Therefore, the hypothesis that the higher the ownership concentration, 

the lower firm risk and that the relationship between ownership concentration and 

firm risk is non-linear are supported. The results are robust to spatial and temporal 

dependence and are heteroscedasticity and autocorrelation-consistent. The analysis 

assumes that firm characteristics of highly capitalised German firms are similar, 

which supports the use of a pooled OLS regression instead of a fixed or random effects 

regression. Moreover, endogeneity concerns may exist as the regression models 

include a limited number of control variables. 

This study contributes to the existing corporate governance literature in multiple 

ways. First, it presents new evidence on the relationships between ownership 

concentration, firm value and firm risk in a German market that is characterised by a 

market-based structure, as found in Anglo-Saxon countries. Second, the effect of 
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ownership concentration on firm value is analysed in a novel way by incorporating 

factors that influence the relationship between ownership concentration. This 

balanced approach explained the mechanisms of the significant U-shape relationship 

between ownership concentration and firm value.  

There are important practical implications for managers, shareholders, and policy 

makers. Despite situation in which managers are tightly monitored by large 

shareholders, it is important for them to take on promising, yet risky investment 

opportunities and projects. Furthermore, shareholders with large stakes in a firm need 

to monitor to which degree they monitor managers and thereby influence the decision 

process towards their preferences. Lastly, German policy makers need to understand 

and carefully examine how the change in ownership structure of the German market 

affects the behaviour of shareholders and managers. The author hopes that future 

research on ownership concentration, firm risk and value, while considering changes 

in the ownership structure in Germany and beyond, will shed further light on these 

interrelated relationships. 
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Aim: This research contributes to the study of the relationship between initial public offering (IPO) 
under- and overpricing and long-term firm performance as measured by net income. 
 
Research methods: Using ordinary least-squares regressions, an international sample of 444 IPOs from 
the United Kingdom, Sweden, France, Italy, and the Netherlands for the period 2013–2017 is analysed. 
The data was extracted from the Eikon Refinitiv database. Further, an in-depth analysis of three Dutch 
IPOs by six interviews with five (former) management members and one investment banker is conducted. 
 
Conclusions: The results show that the more profitable a firm is in the long run, the likelier positive 
initial stock returns move towards zero after the first trading day. The case studies support these findings 
and the concept of asymmetric information between market participants can offer a partial explanation. 
Additionally, as firms operating in the industrial and healthcare sector grow larger, the offer price tends 
to be closer to the overall market demand. Nonetheless, no significant relationship is found between 
initial stock return and net profitability for other industries. While the country analysis also displays no 
significant relationship, underpricing is more prevalent in the United Kingdom than in the other sample 
countries.  
 
Originality: This article combines a full-fledged quantitative study with a full-fledged qualitative study 
on one of the most perilous corporate finance milestones, that is, the complex transformation from a 
private to a public company through a stock market listing.  
 
Limitations: The sample composition skews towards underpriced IPOs. Also, although the notion of 
reverse causality is discussed based on the views of interviewees, no quantitative evidence is provided. 
 
Keywords: Initial public offering; equity pricing; firm performance; capital markets; case studies  
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1. Introduction  

 

Few corporate events receive more attention from the media, researchers, the 

public, and industry workers than initial public offerings (IPOs). It is the first time a 

private firm offers shares to the public in a stock issuance, a corporate milestone that 

most entrepreneurs can only dream of. Whilst many people may think of an IPO as an 

influx of big money to corporations captured by flashy news headlines, it remains a 

perilous endeavour changing the firm on multiple fronts.  

A crucial task managers face before issuing stock to the public is correctly 

estimating the IPO’s economic value. This assignment is commonly outsourced to 

investment banks and underwriting firms. As these parties cannot be sure what the 

market demand will be, there is a risk that the demand will either fall short or exceed 

expectations. The actual market value is often assumed to be revealed exactly one day 

after the issuance. Suppose the closing price at that moment is higher than the offer 

price. In that case, the IPO was underpriced, meaning that the corporation left money 

on the table because the market deemed the firm’s stocks more valuable and corrected 

itself. Consequently, underpricing transfers wealth from pre-issue shareholders to its 

new owners. Conversely, the IPO is considered overpriced if the closing price is lower 

than the offer price. In this case, if all the firm’s equity is floated and purchased, the 

firm raises extra capital but disgruntles new shareholders. In general, a meticulous 

process with lasting implications and of the utmost importance to corporate managers 

considering this strategic direction.  

Information-based theories contend that IPO market participants have different 

sets of information relevant to the issuance’s value. Many underpricing theories 

reason that it is a form of compensation for the risk of information asymmetry between 

participants. As larger firms often have longer operating histories, with more 

comprehensive financial disclosures, one might argue that information related to 

financial statements, business strategies, and industry analyses is more widespread 

with these firms, thereby reducing the problem of adverse selection. Therefore, it can 

be posited that as firms grow, information asymmetry decreases, leading to more 

accurate valuations. A research question is if there is an association between larger 

firms in terms of profits and the accuracy of IPO pricing to that of market demand, 
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and whether this differs per industry or country. Moreover, what lessons can we learn 

from this relationship looking at the cases of three prominent Dutch IPOs. 

Specifically, this research paper aims to explore the relationship between the first-

day returns of IPOs, and how this relates to the accounting performance variable, net 

income, of companies from the United Kingdom, Sweden, France, Italy, and the 

Netherlands, five years after it went public. Apart from the Netherlands, this set of 

countries had the most IPOs during my sample period of 2013–2017. I included the 

Netherlands since I will provide a detailed analysis of three Dutch IPOs based on 

personal interviews with (former) management, board members, and an investment 

banker. The firms are Flow Traders, ASR, and GrandVision. With an underpriced IPO 

of 13%, Flow Traders differs significantly from ASR and GrandVision, which each 

have approximately 2% of underpricing. The findings of this research contribute to 

the existing body of knowledge by revealing that larger firms, in terms of net 

profitability, tend to set the IPO offer price closer to the overall market demand. 

The remainder of this paper is organised as follows. In Section 2, I review relevant 

prior research and detail my testable hypotheses. I describe my sample and discuss 

sample characteristics in Section 3. Next, in Section 4, I discuss my empirical findings 

of the tests I conducted on the relation between first-day stock return and firm 

performance. I also provide an extensive analysis of my case studies. Then, Section 5 

interprets and describes the significance of my findings. Lastly, Section 6 presents 

concluding remarks. 

 

2. Literature and hypotheses 

 

2.1. IPO underpricing and overpricing 

Most firms opt to go public to raise equity capital, allow founders and pre-issue 

shareholders to convert wealth into cash, or enhance the firm’s overall standing in the 

market (Ritter, Welch 2002). A systematic occurrence of underpricing, that is, a 

positive initial return after the first trading day, was first observed by Stoll and Curley 

(1970), Reilly (1973), Logue (1973), and Ibbotson (1975). On average, the largest 

portion of IPOs has a positive initial return. Ritter (2023) finds that the average initial 

return in the US is 31.9% and 47.7% for 2021 and 2022, respectively. 
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Researchers and practitioners widely studied the phenomenon of underpricing. 

Conversely, overpricing receives far less attention in the literature (Rathnayaka et al. 

2019). Part of the explanation rests in underpricing being a prevalent strategy of 

issuers and underwriters. Indeed, empirical evidence shows that underpriced offerings 

relative to the aftermarket are persistent over time and across countries (Ritter 2017). 

Still, IPO pricing is not an exact science; discounted offerings can lead to firms 

leaving large amounts of money on the table (Loughran, Ritter 2002). In fact, Ritter 

(2022) finds that in the US IPO market, an aggregate amount of $28.65 billion was 

left on the table in 2022 – twice the amount firms need to be listed on the S&P 500. 

Nevertheless, underpriced securities can create hype among investors and boost the 

financial coverage of the stock. In turn, this can generate substantial gains in the paper 

wealth of pre-issuing owners – according to Loughran and Ritter (2002), strategy 

issuers apply by integrating the unrealised gains in private equity ownership with the 

cost of offering discounted shares. 

Chourou et al. (2018) examine the role of national culture on underpricing. The 

authors posit that cultural aspects significantly impact the decision-making process of 

IPO pricing, as it shapes behaviour related to risk tolerance, ambition, and trust. First, 

high uncertainty avoidance, characterised by rule-following behaviour and enhanced 

disclosure between market participants, tends to result in less underpricing. Second, 

higher levels of collectivism have the opposite effect. As group interests take 

precedence, managers are keener on having a successful IPO, thereby favouring 

underpricing. Third, higher masculinity, related to a culture that values achievement 

and ambition, encourages the practice of underpricing as a means to earn post-market 

value. Last, high levels of power distance are reflected by unequal authority and social 

status within a society, resulting in less social trust between issuers, underwriters, and 

investors. This lack of trust leads to increased asymmetric information and, 

subsequently, more underpricing. Furthermore, the recent research by Zhou et al. 

(2022) confirms the non-institutional force of uncertainty avoidance and culture of 

trust on the level of underpricing. 

Contrarily, issuers generally refrain from deliberate overpricing due to several 

reasons. Firstly, overpricing can result in lower subscription rates or failure to raise 

the desired amount of capital. Moreover, it can undermine investor confidence, tarnish 
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the issuer’s reputation, or cause stock price volatility in the aftermarket. Regulatory 

entities monitor overpricing to prevent market manipulation and the practice of 

misleading investors. Additionally, overpricing may serve as a magnet for short-term 

speculative trading or so-called “flipping”, thus jeopardising the long-term stability 

of the shareholder base (Ellul, Pagano 2006: 382). However, it is worth noting that 

overpricing can also yield certain benefits, such as enhanced proceeds and favourable 

market perception. Indeed, a higher offer price can signal a firm’s growth potential, 

quality, and market dominance. Lastly, depending on the extent of overpricing, it may 

actually mitigate short-term price volatility by reducing dramatic price swings and 

market reactions (Ellul, Pagano 2006). 

 

2.2. Asymmetric information and adverse selection 

Numerous anomalies related to equity market mispricing exist. A prominent and 

widely recognised theory of underpricing relates to asymmetric information between 

market participants. Information-based theories focus on access to superior 

information related to firm value by issuing firms, underwriters, or investors.  

Welch (1989) argues that the management of issuers has better insights into future 

cash flows than investors. In this case, investors may presume that only worse-than-

average quality firms offer securities to the market. Thus, a high-quality firm signals 

its value by offering discounted shares and retaining part of the shares in its portfolio 

(Dietrich 2012). Thereby, future seasoned issuances can be offered at a higher 

premium. Further, Allen and Faulhaber (1989) add that high-quality firms deliberately 

underprice to encourage favourable investor expectations of future dividends and 

share value. Conversely, firms classified as low-quality would have no incentive to 

offer shares at a discount purposefully. Assuming that, in the post-IPO period, the 

firm’s actual value is revealed, and it becomes evident that it is incapable of attaining 

superior cash flows, owners may be inclined to maximise capital raising during the 

IPO phase (Dietrich 2021). Stated differently, signalling superior firm quality is only 

viable if management is confident that the firm can recuperate from the initial losses 

incurred by underpricing. 

Early IPO research of Baron (1982) highlights the monopoly position of 

investment banks that trade undervalued securities to reduce marketing efforts or gain 
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favours with institutional investor clientele. Binay et al. (2007) find evidence that 

underwriters allocate shares based on commission revenues rather than book-building 

considerations in the IPO allocation process. Moreover, Arthurs et al. (2008) confirm 

the agency problem of underwriters’ tendency to underprice new equity issues. 

Lastly, Benveniste and Spindt (1989) and Rock (1986) posit that certain 

institutional investors have superior knowledge of the issuing firm’s marketability and 

competitors. 

Interestingly, Chourou et al. (2018) argue that countries with higher levels of 

power distance further exacerbate this behaviour. Specifically, this cultural dimension 

is reflected by lower levels of social trust between people, which reduces the exchange 

of information and leads to knowledge imbalances between market participants. 

 

2.3. Market-wide factors 

Ellul and Pagano (2006) present a theory that posits that investors judge the 

securities’ value regarding post-IPO market liquidity and liquidity risk. The authors 

highlight a significant relationship between IPO underpricing and investor 

expectations of liquidity in the secondary market and the associated uncertainty. 

Higher levels of underpricing are observed in IPOs with lower liquidity and higher 

liquidity risks, suggesting that investors require additional compensation for investing 

in IPOs with uncertain liquidity conditions (Ellul, Pagano 2006). Indeed, Bouzouita 

et al. (2015) state that underpriced offerings exhibit higher trading activity than 

overpriced securities. This increased trading activity may contribute to further 

appreciation in the firm’s share price beyond the initial underpricing. Pham et al. 

(2003) attribute the positive relationship to a broad ownership structure. Lowry et al. 

(2010) emphasise the role of market-wide conditions on the variability of initial IPO 

returns. This market-wide uncertainty fluctuates dramatically over time, with a 

cyclical pattern of so-called “hot” and “cold” IPO markets (Derrien, Womack 2003: 

33).  

 

2.4. Hypotheses 

The literature provides empirical evidence that a combination of firm-specific and 

market-wide factors is the source of the complexity of the initial return of IPOs. Still, 
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a prominent and widely accepted explanation lies in the conjecture that asymmetric 

information and adverse selection are vital factors in initial return variability.  

In this paper, I posit that information bundles among IPO participants are less 

scarce as firms grow more profitable in terms of the accounting variable, net income. 

Firms with a stronger financial position are likely to have survived longer and have 

more financially related information available. Boujelbene and Besbes (2012) find 

that firm size can also measure asymmetric information. Indeed, Chae (2005) notes 

that small firms have higher information asymmetry than large firms. Demsetz (1986) 

adds that small firms have higher levels of internal information and wide bid-ask 

spreads caused by few insiders. Wide spreads are typically characterised by low 

liquidity as buy and sell orders do not easily match up, which directly relates to the 

findings of Ellul and Pagano (2006). Thus, more information asymmetry and lower 

liquidity in the secondary market following the IPO are more pronounced with small 

firms. As a result, smaller firms need to offset these inherent risks with a higher 

discount than more profitable organisations. Therefore, I formulate the following 

hypotheses: 

 

Hypothesis 1a: In the long run, firms with higher net profitability have lower positive 

stock returns after the first trading day. 

 

Hypothesis 1b: In the long run, firms with higher net profitability have lower negative 

stock returns after the first trading day. 
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3. Data and methodology 

 

3.1. Quantitative data 

To examine the quantitative relationship between initial stock return and firm 

performance, I extracted a sample of IPOs from Eikon Refinitiv. The data consist of 

listed companies in Europe. Specifically, I examine firms from the United Kingdom, 

Sweden, France, Italy, and the Netherlands. First, firms with incomplete data are 

excluded from my sample. Then, I omit firms from the sample with significant outliers 

whose criteria are explained below. Therefore, my original sample is reduced from 

713 to 444, with a total of 2,220 observations that cover five years. My sample period 

is restricted to IPOs from January 2013 to December 2017. To be included in my 

study, the IPO must satisfy the following requirements: 

1) The IPO stock must be listed on the Eikon Refinitiv database. 

2) The IPO security type includes common and ordinary shares. 

3) The company going public must be from the United Kingdom, Sweden, 

France, Italy, or the Netherlands. 

4) The IPO must have occurred between the years 2013–2017. 

5) The IPO company must operate in one of the following industries: 

industrials, healthcare, financials, consumer cyclical, consumer non-cyclical, 

technology, energy, real estate, basic materials, and utilities. 

6) The IPO company must have financial data from the Eikon Refinitiv database 

for five years after the firm went public. 

 

3.2. Definition of variables 

My primary variable of interest is the percentage difference between the offer 

price of the IPO and the closing price exactly one day later, which serves as the level 

of under- or overpricing during the public offering. To exclude outliers, I solely 

include IPO underpricing and overpricing between the values -35% and 35%. Values 

above this threshold may dilute the general relevance of this study. My primary 

independent variable is net income, commonly used to indicate firm performance. It 

is calculated by subtracting expenses, interest, and taxes from the firm’s revenue. The 

variable net income showed a kurtosis value of 106 in the original sample – indicating 
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substantial outliers. Thus, I set a minimum of -€500 million and a maximum of €500 

million for net income, which reduced the kurtosis value to 21 – still showing outliers, 

but significantly less. 

I employ three variables to control for firm-specific characteristics. To control for 

the size of a firm, I include a natural logarithm of total assets, which is the sum of 

current- and noncurrent assets. Large firms tend to be of higher quality than smaller 

firms. Moreover, I control firm leverage by dividing the market value of debt by 

equity. The debt-to-capital ratio is capped at 100%. Finally, I add a natural logarithm 

of firm age by subtracting the firm’s IPO year from the founded year. Further, to 

reduce the impact of extreme values, which could potentially have a significant effect 

on the results, my sample excludes firms founded before 1900. These controls 

enhance the internal validity by limiting the effect of theoretically important but not 

focal variables in this study.  

 

Table 1. Definition of firm-level variables 

Variable:  Definition: 

StockReturn The percentage difference between the IPO offer and closing price. 

NetIncome Revenue minus expenses, interest, and taxes (scaled in millions). 

TotalAssets The natural logarithm of the sum of current and noncurrent assets 

(scaled in millions). 

Leverage The ratio of the market value of debt divided by the market value of 

equity. 

FirmAge The natural logarithm of the firm founding year minus its IPO year. 

Note(s): The data source is Eikon Refinitiv. The currency for NetIncome and TotalAssets is Euro (€) 

 

3.3. Quantitative methodology 

First, a univariate regression analysis will test a plausible relationship between 

initial stock return and firm performance. Then, to isolate the distinct impact of under- 

and overpricing, one will be excluded to analyse the other. Furthermore, the analysis 
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will be extended to encompass industry- and country-level comparisons. Specifically, 

differences will be explored between firms operating in industrials, healthcare, 

technology, consumer-cyclical, financials, and other industries combined. Finally, an 

analysis is performed on all individual sample countries. 

The dataset for this study comprises 444 IPOs extracted from the Eikon Refinitiv 

database. Accounting variables, including net income, total assets, debt-to-capital 

ratio, and firm age, were also sourced from the same database. My initial sample 

consists of IPOs from 2013 to 2017. Post-2017 IPOs were excluded because I needed 

five subsequent years of accounting data for the panel model analysis. Ultimately, 444 

IPOs in my final sample satisfy these requirements, which will be analysed using the 

statistical software STATA/SE 17.0. Table 2 reports the overall model characteristics. 

 

3.4. Qualitative data 

Along with the quantitative analysis, this study will perform an in-depth 

investigation of the research question in its natural contexts. It aims to link the 

theoretical background to practical implications; this paper will undertake three case 

studies focusing on Dutch IPOs. 

The first case study examines ASR, a prominent Dutch insurance company that 

went public in June 2016. ASR holds a significant market presence, ranking second 

in non-life insurance with a market share of 15.7% and third in life insurance with an 

approximate market share of 13.05% (KPMG 2021). For this, I conducted two 

personal interviews–one with Chris Figee, previous partner at McKinsey and current 

CFO of KPN. Between 2014 and 2020, Chris Figee functioned as CFO of ASR. The 

second interview was conducted with Michel Hülters, the Chief Investment Officer of 

ASR since 2016, prior to the public offering.  

The second case study focuses on GrandVision, a global optical retailer with more 

than 7,200 stores worldwide, which went public in February 2015–the firm results 

from the merger between GrandVision S.A. and Pearle Europe B.V. in 2011. For this 

case study, I interviewed Willem Eelman, previously the CIO of Unilever and CFO 

of C&A Retail Europe, who then progressed from a non-executive director and 

advisor to GrandVision to the CFO of the firm. Additionally, I interviewed Kees van 
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der Graaf, a former member of Unilever’s board of directors and executive committee, 

who joined GrandVision in 2011 and is the current Chairman of the supervisory board. 

The final case study is the stock exchange listing of Flow Traders, a proprietary 

trading firm founded in 2004 with operations in Europe, the United States, and 

Southeast Asia. Flow Traders is a liquidity provider in global financial markets, 

focusing on exchange-traded products (ETPs). Consistent with the other cases, I 

conducted two interviews. The first interviewee was Dennis Dijkstra, Flow Traders’ 

CFO from 2009–2014, then appointed Co-Chief Executive Officer from 2019 until 

2022. Second, I spoke with William Marshall, who, at the time of Flow Traders’ IPO, 

served as Managing Director in the Equity Advisory team at Rothschild & Co, the 

sole financial advisor to Flow Traders on the offering in July 2015.  

 

3.5. Qualitative methodology 

The second methodological framework applied in this paper is confirmatory case 

studies. Merriam (1998: xiii) defines case studies as “an intensive, holistic description 

and analysis of a bounded phenomenon such as a program, an institution, a person, a 

process, or a social unit”. As IPOs are considered one of the most complex and 

precarious corporate events, influenced by a wide array of factors, this paper, in 

conjunction with the regression results, will feature an extensive analysis of three 

Dutch IPOs in my data. Multiple case studies are pursued to compare the association 

between net income and first-day IPO stock return. Furthermore, for practical reasons, 

selecting specific firms was guided by the availability of participating interviewees, 

given that the case study pool was limited to Dutch IPOs meeting the established 

quantitative criteria. Upon consent, the interview audio was recorded and 

subsequently transcribed. To ensure consistency, each firm included two structured 

interviews. Open-ended questions allowed the participants to elaborate on relevant 

aspects of the topic. Key interview findings are summarised in the data matrix (see 

Appendix).  

Moreover, to enhance the validity and reliability of my research, the cases draw 

upon multiple data sources to converge to the same set of findings. These sources 

include six personal interviews, annual/interim reports, press releases, IPO 

prospectus, information released by Euronext Amsterdam (AEX), and in the case of 
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Flow Traders, internal documentation provided by its financial advisor, Rothschild, 

and joint book-runner, Credit Suisse. Notably, all three IPOs experienced 

underpricing, but the degree to which the stock return increased afterwards, differs 

significantly between the first and the two other cases. 

 

4. Results 

As shown in Table 2, for the 2013–2017 period, the mean stock return is positive 

at 4.8% for the overall sample reflecting 444 IPOs and therewith firms. As evident 

from the summary statistics, the average firm in the sample size has a net income of 

21 million per year and a debt-to-capital ratio of approximately 50%. In the original 

sample, the net income variable showed a kurtosis value of 106 – a substantially 

positively skewed distribution. After I set the minimum to -€500 million and the 

maximum to €500 million, the kurtosis value dropped to 21 – still indicating some 

outliers, but significantly less. 

Before I present the results from my univariate regression analysis, Table A1 

reports the correlation matrix for all the variables. Multicollinearity, or high 

intercorrelations among independent variables, is not a concern in my regression 

model since none of the estimated correlation coefficients exceeds the threshold of 

0.7. The Breusch-Pagan test for heteroskedasticity also shows a p-value higher than 

10% (see Table A2). Thus, homoscedasticity and a constant error variance can be 

assumed in the model.  

 

Table 2. Summary statistics 

   N  Mean Median STD Min Max Skewness  Kurtosis 

StockReturn 2,220  .048  .034 .107  -.346 .344 .072 4.064  

NetIncome 2,142  21.063  1.578 85.550  -500 500 2.491 21.097  

TotalAssets 2,128  4.918  4.762 2.271  -4.327 12.888 .268 3.479  

Leverage 1,984  50.443  46.012 39.027  0 100 .101 1.401  

FirmAge 2,050  2.378  2.565 1.092  0 4.736 -.521 2.825  

Note(s): This table presents the overall model characteristics. 
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4.1. Predictors of first-day stock return 

Table 3 reports the results of three univariate ordinary-least squares (OLS) 

regressions of net income on first-day stock return with an added control variable for 

each. As reported in the first model (1), representing 2099 total observations and 444 

IPOs, NetIncome has a negative relation with StockReturn at a significance level of 

1%. However, TotalAssets has a positive relation with StockReturn, which is also 

significant at a level of 1%. In model (2), I add the control Leverage, whose estimated 

coefficient is negative but insignificant at all levels. The rightmost model (3) adds the 

third control, FirmAge, which has a positive estimated coefficient but is also 

statistically insignificant. Thus, only NetIncome and TotalAssets are significant 

predictors for StockReturn.  

 

Table 3. Regression results OLS panel data 

Dependent variable: First-day stock return (in %) (StockReturn) 

   (Model 1)  (Model 2)  (Model 3) 

NetIncome (M) -.0000461*** 

(.0000151)  

-.0000493*** 

(.0000151)  

-.0000377**  

(.000016) 

TotalAssets (M)  .0068446*** 

(.0011173) 

.0087881***  

(.001282) 

 .0072449*** 

(.0013973) 

Leverage  

  

-.0000603  

(.0000665) 

 -.0000489 

(.0000694) 

FirmAge  

  

  .0036504  

(.0023851) 

Constant .015053*** 

(.0058077) 

.0038568 

(.0064714) 

.0004081 

(.0081921) 

Observations 2099  1,899   1,757 

R-squared  0.0178 0.0255  0.0192  

Adj.R-squared 0.0168   0.0240  0.0170 
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   (Model 1)  (Model 2)  (Model 3) 

NetIncome (M) -.0000461*** 

(.0000151)  

-.0000493*** 

(.0000151)  

-.0000377**  

(.000016) 

TotalAssets (M)  .0068446*** 

(.0011173) 

.0087881***  

(.001282) 

 .0072449*** 

(.0013973) 

Leverage  

  

-.0000603  

(.0000665) 

 -.0000489 

(.0000694) 

FirmAge  

  

  .0036504  

(.0023851) 

Constant .015053*** 

(.0058077) 

.0038568 

(.0064714) 

.0004081 

(.0081921) 

F-statistic  18.96 16.53   8.59 

Note(s): This table presents the ordinary least-squares estimation results for regressing net income on 

stock return. The data set contains 444 firms representing 213 from the UK, 85 from Sweden, 67 from 

France, 59 from Italy, and 20 from the Netherlands. The natural logarithm of total assets is a proxy for 

the firm size, leverage is the ratio between the market value of debt divided by equity, and firm age is 

the natural logarithm of subtracting the company-founded year by the IPO year. Standard errors are 

reported in parentheses under the estimated regression coefficients. *** p<0.01, ** p<0.05, * p<0.1 

 

4.2. Underpricing vs overpricing 

The presence of a negative and significant estimated coefficient of NetIncome, 

with a positive and significant constant term, raises the question of a potential tipping 

point beyond which the conclusion may become invalid. Thus, I perform a univariate 

regression including only underpriced- or overpriced IPOs. The results are shown in 

Table 4. Interestingly, all independent and control variables demonstrate significance 

at a 1% level for the 340 underpriced IPOs. Notably, NetIncome and Leverage exhibit 

negative estimated coefficients, indicating that higher-income firms and higher levels 

of debt to capital display lesser underpricing. Additionally, TotalAssets and FirmAge 

are positively related to StockReturn, suggesting that firms with more assets and older 

firms tend to have higher levels of underpricing (see Graph A1). Based on IPO 



IPO UNDERPRICING AND OVERPRICING AND LONG-TERM FIRM … 

123 

literature, my first hypothesis conjectures a negative relationship between net income 

and initial stock return. I find supporting evidence. 

 

Table 4. Regression results for underpricing and overpricing 

Dependent variable: First-day stock return (in %) (StockReturn) 

   Underpricing  Overpricing 

NetIncome (M) -.0000352*** 

(.0000133) 

-.0000118 

(.0000266) 

TotalAssets (M) .0036705*** 

(.0012346) 

.0090076*** 

(.0018491) 

Leverage -.0001755*** 

(.0000621) 

.0001044 

(.0000891) 

FirmAge .0086966*** 

(.0021206) 

-.0010387 

(.0031581) 

Constant .0592187*** 

(.0074113) 

-.1151423*** 

(.0102946) 

Observations 1,237 520 

R-squared 0.0273 0.0786 

Adj.R-squared 0.0241 0.0714 

F-statistic 8.64 10.98 

Note(s): This table reports the ordinary least-squares estimation results for regressing net 

income on stock return. The data set includes 340 firms with a positive stock return after the 

first trading day and 104 firms with negative stock returns. Standard errors are reported in 

parentheses under the estimated regression coefficients. *** p<0.01, ** p<0.05, * p<0.1 

 

Conversely, among the 104 firms with overpriced IPOs, the only significant 

variable is TotalAssets, which, in line with the underpriced issues, exhibits a positive 

relationship with StockReturn. My second hypothesis, which posits that firms with 

higher net income are associated with lower levels of overpricing, yields results 
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reported in the first row of Table 4. The estimated coefficient of NetIncome is negative 

but statistically insignificant, suggesting no significant relationship between this 

variable and StockReturn within the overpriced sample IPOs. Thus, I do not find 

empirical evidence supporting my second hypothesis.  

 

4.3. Industry-level analysis 

To advance my analysis, Table 5 reports industry-level comparisons. Firms in the 

industrials sector display a significant negative relation with StockReturn at a 1% 

level, whereas the healthcare sector shows a significant positive relation at a 5% level. 

Thus, firms operating in industrials with higher net income proceeds show less 

underpricing, while the opposite is observed in the healthcare sector. However, the 

constant in the healthcare sector is notably significant and negative, indicating that 

the industry tends to experience overpriced IPOs. Further, TotalAssets exhibits 

positive and significant estimated coefficients for the industrials, healthcare, and 

consumer cyclical sectors, consistent with the findings in Table 3 and Table 4. The 

control Leverage shows a negative estimated coefficient significant at a 1% level for 

the consumer cyclical sector and a 10% level for all other industries. The consumer 

cyclical sector demonstrates a significant estimated coefficient for FirmAge at a 5% 

significance level. Also, as reported in the 7th row, the Adjusted R-squared is 

substantially higher for the healthcare sector, with 18% of StockReturn’s variability 

explained by the model.  

 

4.4. Country-level analysis 

First, country-level summary statistics are shown in Table A3. Interestingly, the 

average initial stock return in the UK, around 7.7%, differs significantly from Sweden, 

France, Italy, and The Netherlands, that range between 1.6% to 3% underpricing.  

Country-level regression results are presented in Table 6 and display no 

significant relationship between NetIncome and StockReturn for all sample countries. 

Nevertheless, for both Sweden and the Netherlands, TotalAssets exhibits a positive 

estimated coefficient significant at a 1% level. This result is consistent with Table 3 

and Table 4. Contrarily, Italy shows a negative estimated coefficient significant at a 

5% level. Translated, firms with fewer assets tend to demonstrate less underpricing in 
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Italy. Moreover, the UK, Sweden and the Netherlands show a positive and significant 

relation between FirmAge and StockReturn, again consistent with previous results – 

older firms tend to experience higher levels of underpricing. Lastly, the control 

Leverage is insignificant for all countries.  

Table 5. Regression results per industry 

Dependent variable: First-day stock return (in %) (StockReturn) 

  Industrials Healthcare Consumer 

Cyclical 

Technology Financials All Others 

NetIncome (M) -.0001307*** 

(.0000455) 

.000618** 

(.00026) 

.0000278 

(.0000607) 

.0000343 

(.000208) 

-1.69e-06 

(.000017) 

9.48e-06 

(.0001043) 

TotalAssets (M) .0059381* 

(.003448) 

.025056*** 

(.004313) 

.0061895* 

(.0032288) 

-.000375 

(.0050683) 

-.0019829 

(.002632) 

.0070871 

(.0043396) 

Leverage -.0001364 

(.0062145) 

.0001018 

(.0001823) 

-.000494*** 

(.0001429) 

.0001654 

(.0001815) 

.000051 

(.000145) 

-.0003637* 

(.0001952) 

FirmAge .0048098 

(.0001719) 

.0006862 

(.0084551) 

.0105266** 

(.0052011) 

.0016775 

(.0112049) 

-.0027313 

(.004483) 

.0035488 

(.0047674) 

Constant .0156167 

(.0213033) 

-.09828*** 

(.0235987) 

.0072228 

(.0188121) 

.0294638 

(.0287506) 

.0697951 

(.016047) 

.0409585 

(.0231951) 

Observations 344 276 368 273 257 239 

R-squared 0.0271 0.1911 0.0556 0.0038 0.0065 0.0206 

Adj.R-squared 0.0156 0.1792 0.0452 -0.0111 -0.0093 0.0038 

F-statistic 2.36 16.01 5.34 0.25 0.41 1.23 

Note(s): This table presents industry-level ordinary least-squares estimation results for regressing net 

income on stock return. From left to right, the table includes 79 industrial firms, 67 healthcare firms, 84 

consumer cyclical firms, 68 tech firms, 81 financial firms, and 65 firms from real estate, consumer non-

cyclicals, energy, basic materials, or utilities. Standard errors are reported in parentheses under the 

estimated regression coefficients. *** p<0.01, ** p<0.05, * p<0.1 
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Table 6. Regression results per country 

Dependent variable: First-day stock return (in %) (StockReturn) 

  United 

Kingdom 

Sweden France Italy The 

Netherlands 

NetIncome (M) -.0000125 

(.000056) 

.0000103 

(.0001339) 

-.0000194 

(.0000324) 

-7.18e-07 

(.0000559) 

-.0000262 

(.0000195) 

TotalAssets 

(M) 

.001988 

(.0019808) 

.0217692*** 

(.0045869) 

.003692 

(.0021396) 

-.0091402** 

(.0041969) 

.0153293*** 

(.005157) 

Leverage .0001034 

(.0000961) 

.000059 

(.0002209) 

-.0000797 

(.0000994) 

-.0000627 

(.0002158) 

-.0002495 

(.000222) 

FirmAge .0062123** 

(.0030192) 

-.0028767 

(.0082026) 

-.0006914 

(.0042766) 

.023345*** 

(.0070914) 

.0159124** 

(.0070523) 

Constant .0458638*** 

(.0108814) 

-.0851365*** 

(.0241949) 

.0040567 

(.0137892) 

.018608 

(.027431) 

-.1002827*** 

(.0321494) 

Observations 729 396 324 218 90 

R-squared 0.0117 0.1065 0.0103 0.0681 0.1886 

Adj.R-squared 0.0062 0.0974 -0.0021 0.0506 0.1504 

F-statistic 2.14 11.65 0.83 3.89 4.94 

Note(s): This table presents country-level ordinary least-squares estimation results for regressing net 

income on stock return. The UK is represented by 213 firms, Sweden with 85, France with 67, Italy with 

59, and the Netherlands with 20. Standard errors are reported in parentheses under the estimated 

regression coefficients. *** p<0.01, ** p<0.05, * p<0.1 

 

Case study: Flow Traders 

Within ten years, founders Jan van Kuijk and Roger Hodenius turned Flow 

Traders, a proprietary trading firm headquartered in Amsterdam, into a billion-dollar 

company that thrives on market volatility. With a specialisation in Exchange Traded 

Products (ETPs), investment funds designed to replicate the return of an underlying 

benchmark asset, the firm rapidly grew in a niche market. Currently, the firm has 

offices in Europe, the US, and South-East Asia. The year prior to the IPO in July 2015, 

Flow Traders’ estimated European market share was 13%, counting both buyers’ and 
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sellers’ volume (Flow Traders Prospectus 2015). The market faces intense 

competition, and reputation within the industry is detrimental to business results.  

Moreover, the industry was, and still is, rapidly growing. BlackRock (2015), the 

world’s largest asset manager, measured ETPs under management at $598 billion in 

2006 and $2,959 billion at the end of 2015. As of December 2022, this number inflated 

to a whopping $8,143 billion (Flow Traders 2023a). Indeed, Dennis Dijkstra, former 

CEO of Flow Traders, states that the equity story was linked to the expansion of the 

firm’s market share and the underlying market of ETPs. 

To support the firm’s growth ambitions and objective to access more trading 

platforms, increase the number of institutional counterparties, and provide liquidity to 

existing shareholders, a secondary placement was made by Flow Traders and the 

private equity firm Summit Partners. Consequently, all net proceeds were received by 

the sellers.  

 

IPO pricing 

Flow Traders’ free float of 40%, including greenshoe, resulted in €599 million of 

equity capital raised for the sellers. Analysis of the pre-deal investor education stage 

reveals apparent investor demand at the lower end of the indicative valuation range of 

€1,350 million (Internal documents, Rothschild 2015). The pricing range was 

formulated based on investor feedback and engagement, incorporating approximately 

80% of the received feedback, as pointed out by William Marshall, former Managing 

Director of Rothschild & Co. Considering the deteriorating market conditions 

characterised by the Greek government-debt crisis, a slightly wider price range of €29 

to €37 was set to allow further pricing flexibility. In Graph 1, the trading performance 

of the AEX index during the book-building period indicates a consecutive decline 

over four days, further exacerbated by the withdrawal of six IPOs due to market 

volatility (Internal documents, Credit Suisse 2015). Thus, according to William 

Marshall, the quantity and quality of the orders given the Euro-crisis made it prudent 

to opt for a conservative pricing approach rather than aggressive positioning. 

Ultimately, the IPO shares were priced at €32, representing the mid-point of the 

revised range (€31–33) and denoting a market capitalisation of around €1.5 billion. 
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One of Flow Traders’ main competitors which operates in the US market, Virtu 

Financial, went public in 2015. Dennis Dijkstra states that a key market peer such as 

Virtu increased Flow Traders’ probability of becoming a listed company. Namely, 

Virtu, the one listed comparable, served as a reference to the pricing process, which 

is partially contingent on investors’ familiarity with the innovative, tech-dominant 

business model, and with it, demand for all price levels. Specifically, the top of Flow 

Traders’ price range was justifiable by adding a small premium to Virtu’s 15 price-

to-earnings ratio, used as a reference measure to estimate Flow Traders’ value for the 

IPO (Internal documents, Rothschild 2015).  

 

Graph 1. A successful IPO despite market conditions 

Source: Internal document, Credit Suisse (2015).  

 

Flow Traders’ secondary placement led to a high-quality book of allocable 

demand which was multiple times oversubscribed (3.5x) with more than 120 

institutional orders. Approximately 69% of the shares were allocated to long-only 

investors, while hedge funds and retail investors received 30% and 1%, respectively 

(Internal documents, Rothschild 2015). 

 

Stock return 

Twenty-four hours after sounding the gong at Euronext Amsterdam, Flow 

Traders’ stock price exhibited a significant surge of 13%, reaching €36.20. Translated, 
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if Flow Traders had perfectly set its offer price to the overall market demand, the firm 

could have raised €678 million, representing an upward deviation of €79 million. 

Nevertheless, Dennis Dijkstra acknowledges that post-IPO, the sellers continued to 

have an accumulated majority stake in the firm, thus highlighting that the former 

private shareholder base experienced substantial unrealised capital gains due to an 

underpriced offering. Furthermore, William Marshall discloses that the sellers 

contemplated floating an additional portion of shares. However, this idea was 

discouraged by Rothschild for two reasons: firstly, the long-term prospects of the firm 

were expected to outweigh the short-term capital gain, and secondly, the sellers did 

not require additional capital at that point. Thus, the IPO bill size remained unaltered.  

While Dennis Dijkstra believes that 10% underpricing is ideal, William Marshall 

asserts that the level of stock return one-week post-deal is a better measurement point 

to determine the IPO’s success. According to William Marshall, as price ranges in 

Europe have an approximate variance of 20%, valuations can differ immensely in the 

final two weeks based on decision-makers’ actions. 

In terms of overpriced securities, William Marshall asserts that it is necessary to 

differentiate between management and owners to assess the impact of a premium 

offering. He contends that it is difficult to justify the upside of aggressive overpricing 

from a management perspective. For a firm seeking to raise capital through equity 

markets, it is crucial to cultivate a content shareholder base inclined to support 

management in its next growth initiatives. By means of illustration, William Marshall 

refers to IPO deals from founder-led companies. Specifically, he cites Russian deals 

over the past decade, in which certain founders aggressively valued the firm without 

bearing the aftermarket into account. William Marshall hypothesises that these 

founders are arguably right. Namely, “two or three years further on, the share value 

has nothing to do with the IPO”. Thus, minor overpricing may seem negligible if the 

issuers’ strategy relies on something other than future primary and secondary 

issuances or accessing debt capital markets in the near term. Dennis Dijkstra asserts 

that overpricing, contrary to classical industries, is more prevalent in the tech industry 

since, contingent on the equity story, “tech firm IPOs can have a certain magic to it 

as these firms are hard to value and can become extremely hot”. 
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Market and financial position 

According to Dennis Dijkstra, Flow Traders maintained a conservative capital 

position before the IPO, characterised by complete reliance on equity financing 

without recourse to debt. The firm’s position of trading financial instruments was 

funded through loans obtained from a syndicate of banks. Preceding the IPO, the firm 

was in a rapid growth phase. In fact, by the end of the fiscal year in 2014, the firm had 

a net trading income of €172,697 million. This figure witnessed a substantial 76.4% 

increase to €304,719 million in the subsequent year. Additionally, Flow Traders’ 

global ETP value traded rose 44% from €9,956 billion in 2014 to €14,300 billion in 

2015 (Flow Traders 2015). 

Flow Traders operates in a highly competitive market and competes with financial 

institutions and other specialised trading firms, whereby trading strategies, pricing 

efficiencies, technological advancements, market knowledge, and access to liquidity 

drive competition. The firm’s ability to adapt to changing market conditions and 

regulatory requirements is crucial in maintaining a competitive advantage. 

 

Post-IPO effects 

First, Dennis Dijkstra emphasises the business model’s dependence on various 

external parties. Specifically, exchanges, central banks, pension funds, insurance 

firms, asset managers, other ETP issuers, and regulatory entities worldwide. For 

instance, Flow Traders’ regulatory approval to access Chinese ETF markets, as 

announced in November 2022, exemplifies the firm’s strategic objective to expand its 

footprint in Asia and its reliance on regulatory bodies (Flow Traders 2022). Dennis 

Dijkstra highlights that the listing bolstered Flow Traders’ influence in the regulatory 

domain, with institutional counterparts, and the broader market. 

As a listed company, Flow Traders launched an employee equity participation 

program in 2017, enabling employees to acquire shares in the open market. Over 90% 

of the employees participated in this program, resulting in a collective investment of 

€9.2 million in the firm (Flow Traders 2018). Therewith, Flow Traders’ business 

success translates into financial rewards and aligns employees’ interests with 

stakeholders. Moreover, coupled with a minimum dividend payout ratio of 50%, this 

incentive plan fosters a culture where employees have “skin in the game” and a vested 
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interest in the firm’s performance. Further, William Marshall highlights the 

significance of IPO underpricing in providing Flow Traders with flexibility and a 

safety margin, particularly because of its employee ownership structure. At the time, 

if Flow Traders’ share price fell below its offer price due to aggressive pricing, it 

would become exceedingly challenging to regain momentum and reset market 

expectations.  

Additionally, to support Flow Traders’ structural growth ambitions, the firm 

opened offices across the globe. Dennis Dijkstra asserts that the IPO boosted Flow 

Traders’ global exposure and presence, resulting in increased visibility among 

institutional counterparts and extensive coverage by financial media. Moreover, the 

IPO facilitated attracting and retaining a highly skilled workforce responsible for 

managing Flow Traders’ state-of-the-art technological platform. Indeed, the company 

experienced substantial growth in its workforce over the years. In 2015, Flow Traders 

employed 268 employees; by 2020, this figure had risen to 564, denoting a remarkable 

110% increase in employee count in five years (Flow Traders 2020). 

Furthermore, Flow Traders’ IPO has prepared the ground for future primary 

issuances, capitalising on the market’s resonance with Flow Traders’ story. Dennis 

Dijkstra highlights that the firm generates sufficient operational cash flows, removing 

the immediate need to raise funds through equity capital markets. Still, Dennis 

Dijkstra acknowledges that in the event that Flow Traders opts to perform a significant 

merger or acquisition, whereby equity capital is the more cost-effective financing 

alternative, the listing provides Flow Traders with added financial flexibility. 

In the opinion of Dennis Dijkstra, one drawback of the listing pertains to the 

potential slowdown in decision-making processes. Given Flow Traders’ operation in 

a rapidly evolving environment, a hands-on approach is deemed most appropriate for 

the firm’s business model, as highlighted by the statement: “A million things can 

happen to our firm in a single financial quarter”. Further, Dennis Dijkstra emphasises 

that in a private setting, communication tends to be more open, intensive, and frequent 

due to the alignment of long-term interests between private equity owners and 

management. This level of interaction allows for more agile decision-making, which 

is detrimental to navigating the multitude of potential events that can impact Flow 

Traders. Additionally, Dennis Dijkstra asserts there is little leniency from the market 
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in sudden postponements as there is “no way out” if the firm announces news related 

to dividends or results. 

From management’s perspective, Dennis Dijkstra believes that Flow Traders 

experienced a highly successful IPO, partly driven by the deliberate strategic choice 

of opting for an underpriced offering geared explicitly towards gaining momentum 

and meeting market expectations. 

 

Case study: GrandVision 

In 2010, HAL Holding, a Dutch subsidiary of HAL Investments, an international 

investment company, had majority ownership in Pearle BV and GrandVision SA; it 

decided to merge the optical chains and continue under GrandVision BV (later 

changed to NV). The combined scale, resources, and skills to develop global 

capabilities and expand its established market positions prompted the merger 

(GrandVision Prospectus 2015). Kees van der Graaf, chairman of GrandVision’s 

supervisory board, highlights that HAL perceived that its role in maximising 

GrandVision’s growth potential and market presence was accomplished. 

Consequently, HAL decided to divest its stake in the firm by offering it to the public 

in an IPO.  

GrandVision operates as a comprehensive provider of optical services, offering a 

diverse range of products and services by its optical experts. These products include, 

among others, prescription glasses, sunglasses, and contact lenses. The firm conducts 

its retail operations under renowned local banners such as Pearle, Generale d’Optique, 

and Apollo Optik. It is important to note that the firm owns part of the stores, while 

others operate as franchise stores. Before the IPO, GrandVision boasted a global 

presence, with 5,600 stores dispersed across 43 countries spanning Europe, Asia, the 

Middle East, and Latin America.  

 

IPO pricing 

At the start of 2015, HAL announced its intention to launch an IPO consisting of 

a secondary offering of up to 20–25% of the outstanding shares. The price range was 

set between €17.50-€21.50 and later revised to €19.00-€21.00. HAL offered 51 

million shares for €20 per share with an over-allotment option of 7.65 million shares, 
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representing 23% out of HAL’s 98.57% stake in GrandVision. Correspondingly, the 

firm was valued at approximately €5 billion. The over-allotment option was fully 

exercised, whereby all proceeds went to HAL. 

Willem Eelman, former CFO of GrandVision, asserts that HAL’s decision to list 

GrandVision on Euronext Amsterdam was primarily driven by transparently 

disclosing the firm’s net asset value to the market. In the books of HAL, GrandVision 

was perceived to be undervalued. Indeed, prior to the IPO, GrandVision had a book 

value of €703 million, whereas as of December 2014, the book value was based on 

the IPO, equalling €799 million (HAL 2014). The quarter float of HAL’s interest 

successfully unveiled the firm’s value in and to the market.  

Willem Eelman and Kees van der Graaf believe the IPO was exceptionally well 

priced, with nearly €1.17 billion capital raised for the seller. Willem Eelman argues 

that part of the pricing accuracy rests in the fact that numerous peers in the market 

served as references. Think of the French Essilor and Italian Luxottica eyewear 

companies that merged into EssilorLuxottica in 2018. Interestingly, EssilorLuxottica 

acquired GrandVision in 2021, adding further significance to the industry dynamics 

and context of the IPO.  

 

Stock return 

The offer price was set at €20 per share. Exactly one day later, the share price 

increased by 1.86% to €20.37. Despite the complex and demanding nature of the 

pricing process, Kees van der Graaf explains that a slightly underpriced offering 

provides a certain level of assurance that the placement will succeed. Still, Kees van 

der Graaf acknowledges that despite meticulous and comprehensive pricing analyses, 

the first-day stock return can result from the prevailing market sentiment or the impact 

of the CEO’s last presentation preceding the listing. Nevertheless, if the initial 

increase exceeds 6%-7%, the offer price is too low. Willem Eelman highlights the 

influence of employee ownership and notes a 10% initial stock return as ideal. 

Kees van der Graaf emphasises the varying levels of risk related to the proportion 

of the total equity offered. The size of the IPO, calculated by multiplying the number 

of shares times the offer price, can exhibit significant differences. Thus, the money 

left on the table through underpricing gradually increases as firms sell more shares in 
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an IPO. Hence, as the percentage of equity offered increases, the appeal of a discount 

reduces. Stated differently, if substantial ownership proportions are offered in the IPO 

instead of multiple sell downs, a slightly overpriced offering may be more 

advantageous, particularly when demand exceeds supply.  

As a supervisory board member of GrandVision and Basic Fit, Kees van der Graaf 

uses Basic Fit’s IPO as a successful example. The firm floated 56.1% ownership with 

a share price of €15, which experienced a 3.3% decline to €14.50 on the first trading 

day. He argues that Basic Fit’s business model is relatively straightforward: “The 

more clubs you have, the more members, the more sales. If people believe that the 

firm can open that many new clubs in a short period, then it is possible to overprice 

the IPO”. Conversely, “surprising the market in a negative sense leads to a 

considerable loss in credibility. In the positive sense, it is crucial that the firm can 

explain the variance and prove that the firm did not withhold information that may 

have been relevant for analysts determining the share value. Else the market re-

evaluates the firm and adjusts the share price accordingly.” 

 

Market and financial position 

While the history of one of the separate entities dates to the late 19th century, the 

merger only occurred in 2011. Therefore, GrandVision was a relatively young 

company with relatively young management. At the time of the IPO in 2015, the firm 

had a solid financial position with a net result of €231 million, up from €175 million 

the year before. As of September 2014, the firm’s borrowings under the Revolving 

Credit Facility amounted to €795 million. Additionally, GrandVision’s operation 

generated solid cash flows of €222 million, a slight increment compared to 2013, 

despite a significant capital expenditure increase from €133 to €158 million (HAL 

2014). 

The market is highly resilient to changing macroeconomic conditions and shows 

regular annual consumer repurchase cycles. Various regional and national optical 

retail chains exist, but to a much lesser extent, multi-country, or even completely 

international chains. Moreover, roughly 40% of the global population requires some 

vision correction (GrandVision 2020). Both an increasing and ageing population are 

favourable market developments for the firm.  
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Post-IPO effects 

First, since HAL remained the majority owner of the firm, with the remaining 

interest divided among shareholders, each no more than a 3% stake in the firm, the 

threat of an abrupt shift in corporate control was null. In other words, shareholders 

who obtained shares from the secondary offering invested in GrandVision in return 

for negligible corporate control. The firm remained a closely held corporation, with 

HAL holding the cash flows and voting rights. 

According to Willem Eelman, the IPO provided GrandVision with increased 

strategic and financial autonomy from HAL, as highlighted by the statement: “In 

terms of outside capital, but also if we ever wanted to do one more big acquisition 

through a primary issuance, it gave us a lot more options on the corporate side to be 

able to fund the company independently from HAL.” In preparation for the IPO, 

GrandVision aimed to simplify its capital structure by replacing all debts owed to 

HAL with debt capital obtained through a syndicate of bank loans.  

Further, Willem Eelman asserts that considering GrandVision’s total market 

capitalisation, the firm could have been listed on the Amsterdam Exchange Index 

(AEX) rather than the Amsterdam Midkap Index (AMX). However, the limited 

availability of free float in the market restricted this possibility. Willem Eelman 

further mentions discussions between GrandVision and HAL to float an additional 

quarter of HAL’s stake in the firm to 51% ownership, which would have likely 

facilitated an AEX listing and further market visibility. However, the announced 

acquisition of EssilorLuxottica in 2019 rendered these talks idle. 

Moreover, the IPO of GrandVision, although not involving the raising of new 

equity capital, presented strategic options to accelerate the firm’s acquisition 

portfolio, as mentioned by Willem Eelman. The optical retail market is highly 

fragmented, with most countries comprising small store chains or independent 

opticians. Throughout its history, GrandVision has pursued a growth strategy through 

acquisitions, expanding its business into new markets. However, the execution of such 

growth plans demands sufficient cash, and the IPO enhances financial flexibility and 

diversity via greater access to external sources of capital. 

Before the onset of the COVID-19 pandemic, the firm was in a growth phase, 

rapidly opening stores in numerous high-potential markets, primarily through 
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acquisitions of smaller competitors or opening new franchise stores (GrandVision 

2020). The continuous investment in expansion and a maximum leverage ratio of 2.0 

(net debt/EBITDA) allowed for increased global capabilities, fostering economies of 

scale, consolidating the firm’s position, and facilitating considerable expansion. 

GrandVision’s global reach and scale allowed for distinct procurement 

advantages as to product quality, range, and purchase prices (GrandVision 2016). In 

turn, consolidating leadership positions in GrandVision’s operating markets, made 

possible or enhanced through the IPO, strengthened the firm’s bargaining power. 

Specifically, in 2019, as part of the firm’s centralization transformation, GrandVision 

reduced the number of local suppliers by 2% (GrandVision 2019). Fewer and more 

centralised suppliers to negotiate with allow for more affordable eye care products – 

one of GrandVision’s competitive advantages (GrandVision 2019).  

Additionally, GrandVision’s business model relies heavily on the experience and 

skills of country-level operational leaders, whereby local market dynamics and optical 

knowledge provided by opticians, optometrists, and optical sales experts are 

detrimental to business results (GrandVision 2020). The listing contributes to 

attracting new talent and retaining executives and experienced managerial staff in 

operating markets. Specifically, GrandVision could offer stock options or annual 

share awards. While private firms can offer similar employee incentives, the extra 

liquidity provided by the secondary market increases its value and attractiveness. 

According to Kees van der Graaf, the initial post-IPO quarter carries substantial 

implications for the business’s long-term success. Kees van der Graaf asserts that a 

widely recognised principle exists, positing that a single underperforming quarter 

necessitates a subsequent period spanning 4-8 quarters, during which the firm must 

meet its financial targets to restore confidence and trust among market participants. 

This principle applies to all reporting periods as a public firm. Thus, the market exerts 

constant and unrelenting pressure on various key areas, including financial objectives, 

the maximisation of growth potential, the calibre of management, the resilience of the 

firm’s strategic direction, and the efficacy of corporate governance practices related 

to remuneration and incentivizing leadership. These critical aspects are subject to 

continual scrutiny and questioning by the market, as expressed by Kees van der Graaf 
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and Willem Eelman. He views this as one of the numerous byproducts of 

GrandVision’s overall successful listing. 

 

Case study: ASR 

In October 2008, due to escalating liquidity issues caused by the global credit 

crisis, the Dutch government intervened by nationalising Fortis Group’s banking and 

insurance activities. The state acquired the Dutch operations of Fortis Group, or ASR, 

worth €16.8 billion. However, it was evident that the government’s intention was not 

to maintain a perpetual stake in ASR, and the urge within ASR to regain its status as 

a publicly listed firm was renewed. About eight years later, the financial sector was 

sufficiently stable, with great interest in the market, and ASR was ready for 

privatisation. A study was conducted to determine the state’s optimal and most 

lucrative exit strategy. According to Chris Figee, former CFO of ASR, management 

preferred an IPO against being acquired. The study concluded that the added value 

derived from an auction, including possible synergies, was limited. Moreover, rival 

firms such as Aegon and Achmea lacked the necessary financial resources, whereas 

NN group was acquiring Delta Lloyd in a €2.5 billion deal.  

 

IPO pricing 

In May 2016, ASR embarked on its IPO as market conditions were deemed 

favourable. To determine a fair initial offer price, investment bankers performed 

valuations of the firm. Concurrently, ASR executives travelled globally to gauge 

institutional investors’ demand for the prospective IPO. On behalf of the Dutch state 

and ASR, NL Financial Investments (“NLFI”) indicated a price range of €18 to €22 

per share. The offer comprised 52.2 million offer shares, with an over-allotment 

option of 7.8 million, representing 40% of the outstanding shares. The state’s 

objective was profit maximisation, while management sought to secure a favourable 

position in the market post-IPO. In terms of pricing, Chris Figee asserts that IPOs 

should always incorporate a discount. “There are over 20 insurers in Europe; if an 

investor misses the IPO, no big deal; you compete for time”. According to Chris Figee, 

the only exception to this rule entails tech firms during times of economic prosperity 
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with widespread demand for these securities. However, for classical industries, the 

market has already set a certain pricing benchmark. 

Another factor influencing the offer price was its impact on shareholders’ 

composition regarding their investment horizons. Chris Figee indicates that the order 

book revealed a decline in the proportion of long-only investors and excessive hedge 

fund stakes when the offer price exceeded €19.50–19.75. Ultimately, the offer price 

was set at €19.50 per share. 

According to Michel Hülters, Chief Investor Relations, approximately 70% of the 

shareholders were long-only investors, while the remaining 30% consisted of liquidity 

providers. Notably, although liquidity providers can rapidly divest their stake in the 

firm, their investment horizon closely aligns with that of long-only investors, as 

pointed out by Michel Hülters. In addition, Chris Figee and Michel Hülters emphasise 

that finding a balance between shareholders that understand the business model, and 

commit to the firm for a prolonged period, along with short-term oriented investors 

providing liquidity in the secondary market, played a pivotal role in ASR’s IPO. 

 

Stock return 

By the end of the first trading day, the stock price rose 2.60% to €20. Michel 

Hülters holds that firms should strive towards fair IPO valuation, ideally followed by 

a few percentage points appreciation of the stock price after the first trading day – a 

positive market response that serves as a highly favourable signal. The share price 

development, as highlighted by Chris Figee, was strongly influenced by the level of 

free float in the market. ASR had its IPO with a 20–25% free float, which thwarted 

stock price appreciation due to low liquidity. Thus, the stock price witnessed 

significant growth once the firm consistently delivered on its performance and 

fulfilled its commitments while simultaneously increasing the free float level. 

 



IPO UNDERPRICING AND OVERPRICING AND LONG-TERM FIRM … 

139 

Graph 2. ASR’s share price development and sell-downs (Jul 2016 – Nov 2017) 

Source: Yahoo Finance (2023).  

 

Chris Figee argues that part of ASR’s successful IPO can be attributed to the 

positive momentum created through strategic (under)pricing. Indeed, the enthusiasm 

and hype among investors enabled ASR to establish a higher offer price for each sell-

down based on higher share values, as depicted in Graph 2 below. In fact, the second 

sell-down was priced at €25.75, followed by €29 for the third sell-down, and the final 

stake held by the state was sold for €33.75 per share (NLFI 2017). Thus, initial 

underpricing bargained for a substantial increase in share price development 

following the offering. 
 

 

Market and financial position 

Before the IPO, ASR had a robust balance sheet, with a solvency II ratio of 185%. 

This number signifies the firm’s exceptional financial strength and minimal reliance 

on external lenders. Indeed, its core business activities predominantly funded the 

firm’s investments. Over the years, the Solvency II ratio witnessed a gradual upward 
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trend, with minor adjustments, rising from 185% at the time of the IPO to 221% at the 

end of 2022, as disclosed by ASR (2022).  

In 2015, the Netherlands was the fifth-largest insurance market in Europe (ASR 

2016). The Dutch insurance market is mature and saturated, with fierce competition 

and price pressure. By the end of 2015, ASR achieved the second-highest market share 

of 12% in the non-life sector. Additionally, ASR held the sixth position in the life 

insurance sector, also with a market share of 12% (ASR 2016). 

 

Post-IPO effects 

An initial offering marks a corporate milestone that heralds the next phase of a 

company’s journey and is followed by one of the most decisive quarters for 

establishing market confidence. In the third quarter of 2016, ASR saw an operating 

result of €150 million, exceeding the average of €146 million recorded in the first half 

of 2016 (ASR 9 Month Trading Update, 2016). In addition, ASR achieved an 

operating return of equity of 14.6%, comfortably exceeding the target of 12% (ASR 

9 Month Trading Update, 2016). Thus, the firm experienced a healthy 2.6% rise in 

share price and solid financial performances that met or exceeded ASR’s financial 

targets. 

However, apart from the financial results of the quarters preceding the IPO, ASR 

does not disclose quarterly financial results. Given the long-term nature of insurance 

contracts, which can last up to 50 years, the firm de facto possesses long-term 

obligations towards its customers. Still, Chris Figee contends that being listed on the 

stock exchange has introduced a slightly more short-term orientation within ASR. An 

example of this shift includes earnings management practices – accounting techniques 

used to improve the appearance of the firm’s financial position – which could bias 

specific decision-making processes. For instance, external pressures might lead to 

postponing certain investments to subsequent reporting periods solely due to the 

challenge of convincing shareholders of their viability.  

Furthermore, the expansion of ASR’s shareholder base, marked by its inclusion 

on the AEX index, significantly enhanced its profile and visibility. For one, it 

provided greater access to capital markets at more favourable terms and conditions – 

strengthened by ASR’s discounted offering, according to Michel Hülters. However, 
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maintaining this access necessitates active engagement and open dialogue with 

institutional investors and the broader market. ASR’s investor relations department 

plays a central role in spearheading these efforts, contributing to the firm’s 

performance in the years following the IPO. Moreover, the enhanced attractiveness of 

ASR to talented individuals, media coverage on prominent news outlets, a boost in 

reputation, and more autonomy in decision-making generated both direct and indirect 

advantages for ASR’s market position and leverage in negotiations with counterparts. 

To illustrate this, in a bid of ASR for market dominance in the life, non-life, and 

pension insurance sector, the merger between ASR and the Dutch operations of 

Aegon, another major insurance firm, was only feasible by being publicly listed, as 

specified by Chris Figee. The corporate governance and decision-making 

complexities arising in a private setting, where the state was the sole shareholder, 

would have impeded any merger proposal of such magnitude. This proposition was 

recently passed with a 99.9% vote at the extraordinary general meeting.  

Whilst the IPO did not change ASR’s strategy, it garnered increased support for 

its existing strategy from the new international shareholder base, as mentioned by 

CEO Jos Baeten (2016: 2). Simultaneously, Chris Figee explains that “the firm is a 

bit more locked in its strategy, and it is hard to make radical changes”, explained by 

the risk-averse nature of investors. Nevertheless, the slightly underpriced and 

successful IPO not only financially rewarded the initial institutional investors who 

placed their trust in the business model but could prove advantageous once ASR 

requires access to capital markets as part of its strategy thenceforth. Namely, “Markets 

have a memory like an elephant”, as said by Michel Hülters. Overall, Michel Hülters 

highlights that ASR maintained and improved its solid financial framework, robust 

solvency II position, engaged in acquisitions, distributed dividend payments, assumed 

slightly more risk in its investment portfolio and experienced an overall upward trend 

in stock performance since the IPO.  
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5. Discussion 

 

5.1. Underpricing 

Among the underpriced IPOs, there is an observable trend where firms with 

higher net profitability exhibit lower levels of positive initial return. This finding 

supports my first hypothesis. To further investigate, I explore whether lower negative 

initial returns are also linked to higher net income levels. However, no such relation 

can be detected, thereby failing to provide evidence for my second hypothesis. Several 

reasons might explain my results. 

First, as Dang et al. (2017) research about the most popular firm size proxies in 

corporate finance includes revenues, by extension, I use net income interchangeably 

with firm size. Therefore, since net income is a significant predictor of underpriced 

IPOs, larger firms tend to have an offer price closer to the closing price than smaller 

firms. 

As outlined in the literature review, initial returns tend to be higher for firms that 

are more difficult to value due to high information asymmetry. Ritter (1984) 

discovered a significant relationship between sales, as a measure of risk, and initial 

returns. Smaller firms with lower sales, representing higher risk, have higher initial 

returns than larger firms (Ritter 1984).  

Lowry et al. (2010) identify various firms that go public regarding age, industry, 

size, and reputation. For instance, certain firms have existed for over 100 years, 

operate within well-established industries, and receive extensive media coverage 

before their IPOs. Conversely, other firms are less than a year old, belong to lesser-

known industries, and receive limited or no media attention. Consequently, larger 

firms entail less uncertainty, making it less challenging for parties to assess their 

prospects. As valuation and pricing are driven by accumulated market demand, 

underwriters face fewer difficulties valuing larger firms when market demand is more 

predictable (Rock 1986). Ritter (1984) asserts that smaller firms with greater 

information asymmetry should offset ex-ante uncertainty risks of investors by higher 

underpricing.  

Further, Chae (2005) and Boujelbene & Besbes (2012) verify that large firms 

experience fewer information asymmetries in corporate transactions. Chae (2005) 
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attributes this to an increasing function of firm size and pre-disclosure information 

dissemination. Thus, various participants possess a more comprehensive 

understanding of the firm’s present and future value. Traditionally, underpricing 

serves as a mechanism for compensating investors for the inherent risk of an IPO. 

However, one could argue that this advanced knowledge diminishes issuers’ need to 

offer a discount. 

Additionally, Demsetz (1986) notes that smaller firms have fewer insiders, with 

wider ask-bid spreads. The bid represents the demand for a security, the ask represents 

its supply, and the spread is a measure of liquidity. Smaller firms, with wider spreads 

and lower liquidity levels, pose a disadvantage to risk-averse investors favouring the 

option to sell newly acquired shares. Thus, issuers must entice investors through a 

higher discount to attract sufficient market demand. 

Another plausible explanation is the limited financial coverage from speculators 

and news outlets of smaller firms. Aggarwal et al. (2002) find that issuers deliberately 

underprice offerings to attract analyst attention and generate price momentum. Indeed, 

Merton’s (1987) model demonstrates that analyst coverage can catalyse IPO publicity, 

leading to increased firm value through greater investor recognition. These findings 

hold particular relevance for smaller firms. 

The case studies I conducted further support my first hypothesis. Namely, ASR 

(2.60%) and GrandVision (1.86%) have significantly lower levels of underpricing 

compared to Flow Traders (13.16%). The average net income between 2013–2017 of 

ASR, GrandVision and Flow Traders are €836 million, €178 million, and €162 

million, respectively. Nevertheless, Flow Traders’ average is highly biased due to an 

extraordinary record year in 2020, with net profits amounting to €465 million – a 

774% increase from the year before. Still, the case examples confirm my finding that 

lower levels of underpricing are associated with larger firms. 

Next to possible causes outlined in the literature section, my model could suffer 

from reverse causality, whereby underpricing favours long-run firm performance. All 

interviewees agree that firms should strive for an underpriced issuance. To illustrate 

this, William Marshall shares that privately-owned firms advised by the investment 

bank are informed that an IPO should be considered a discounted offering.  
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However, opinions regarding the optimal level of underpricing vary among 

interviewees. Dennis Dijkstra names a 10% initial stock return as ideal. William 

Marshall suggests that the investment bank considers a 5% to 15% increase one-week 

post-deal a success in pricing. He posits that deal dynamics and valuation expectations 

primarily drive near-term under- and overpricing. Kees van der Graaf concurs that the 

initial return can simply reflect the market sentiment on the day of the IPO or be a 

reaction to the last presentation by the issuer’s CEO before going public. However, if 

the initial increase exceeds 6%-7%, the offer price is set too low. Willem Eelman 

confines the desirable level to below 10%.  

Still, a unanimous agreement exists among the interviewees whereby slight 

underpricing is considered more successful by management, investors, investment 

banks, the press, and the broader public. Thus, for underpriced offerings, the 

numerous benefits of an IPO on firm performance can be underpinned. One notable 

advantage entails the increased visibility in financial markets, achieved through the 

transparency of the firm’s market value. Consequently, this enhanced visibility 

provides greater access to capital markets. For instance, in the case of GrandVision, 

the IPO facilitated financial autonomy and expanded strategic options within the 

firm’s acquisition portfolio. Flow Traders’ IPO provided the option to reward 

employees through incentive plans. The business model’s dependence on external 

parties also made the heightened status highly valuable. Another illustrative example 

is the case of ASR, where the ownership shift made the acquisition of Aegon 

Nederland possible, a €4.9 billion acquisition deal, prominently re-shaping ASR’s 

standing in the competitive environment. Furthermore, Willem Eelman, Chris Figee, 

Michel Hülters, and Dennis Dijkstra emphasise the public markets’ heightened 

pressure on firm performance. While this presents substantial challenges, it also yields 

benefits by driving firms to improve and optimise various operational aspects. The 

interviewees highlight the following areas: current performance benchmarks, key 

performance indicators targets, reporting systems, performance forecasting, 

organisational structure, corporate governance, investor relations, and overall 

business professionalisation. Chris Figee describes this dynamic as a continuous flow 

of feedback provided by the market. Altogether, a two-sided coin: one that forces 

maximum efficiency and the other that penalises any lack of it. 
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5.2. Overpricing 

My analysis of overpriced IPOs, however, shows no significant relationship. 

Thus, I do not conclude that net income affects the negative initial returns of 

overpriced IPOs. Still, based on my interviewees, specific arguments can be put forth.  

William Marshall distinguishes between management and owners to examine the 

effect of overpriced equity issuances. For management, it is vital to have an investor 

base inclined to support its strategies that frequently require external capital. Indeed, 

Chris Figee and Michel Hülters affirm that in IPOs, it is essential for newly entered 

shareholders to understand the business model, commit to it, and for management to 

feel at ease with its investor base. Nevertheless, William Marshall argues that since 

two or three years following the IPO, the share price is unrelated to the IPO, minor 

overpricing may be a rewarding strategy for owners. Especially if the firm’s strategy 

does not require access to capital markets in the foreseeable future. Still, in the mind 

of Michel Hülters, especially the role of and relationship with capital markets is vital. 

He argues that the rollout of a business strategy that necessitates raising funds in 

capital markets becomes exceedingly challenging if the firm has previously 

disappointed investors with immediate capital losses due to overpricing, regardless of 

the time in between. Kees van der Graaf believes that offerings with a premium can 

succeed, but the firm must have an extremely compelling long-term story, as was the 

case with Basic Fit’s IPO. Taken together, understanding the essential components of 

the firm’s long-term strategy, and distinguishing between management and owners, 

is crucial for gaining insights into overpriced securities.  

 

5.3. Industry-level 

In terms of industry differences, my model indicates that larger firms operating in 

the industrial sector have lower levels of initial stock return. In contrast, larger 

healthcare firms show higher initial returns. However, it must be noted that the 

constant term of healthcare is negative at -9.8% and significant at a 5% significance 

level. This aligns with the findings of Ritter (2023), who observed an average initial 

stock return of -14% for IPOs of pharmaceutical firms between 2013 and 2017. Thus, 

healthcare IPOs are, on average, substantially overpriced. Specifically, as healthcare 

firms grow larger in net profits, the initial stock return moves towards zero. This 
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indicates that the influence of asymmetric information, the driving factor behind the 

initial stock return, remains applicable, despite the opposite direction for healthcare 

firms.  

Moreover, industry-level factors affecting first-day stock return were identified 

by several interviewees. Chris Figee and Dennis Dijkstra highlight that the value of 

firms operating in older and classical industries is more predictable since these have 

more established historical cash flow data and more market peers. Consequently, a 

benchmark for pricing has already been set, and firms are expected to have a 

discounted IPO, in their opinion. This observation aligns with the concept of 

asymmetric information between market participants.  

Furthermore, while Dennis Dijkstra and Chris Figee believe that IPOs should be 

priced at a discount, both name tech-firm IPOs as one of the exceptions that can 

command a premium because of their greater pricing power; Chris Figee connects it 

to technology booms with a market-wide abundance of investor demand in these 

securities. Dennis Dijkstra emphasises valuation difficulties and unreasonable 

investor expectations of certain tech firms. Indeed, Lowry et al. (2010) find 

significantly higher initial return variability among tech firms due to valuation 

challenges. Willem Eelman offers a different perspective by emphasising the 

prominence of employee stock compensation, which is custom in the tech industry. 

This industry-specific element potentially influences the pricing process, favouring 

underpricing. 

Hsu et al. (2010) present compelling evidence that a successful IPO, typically 

accompanied by a modest positive initial stock return, leads to a substantial decline in 

the performance of industry rivals. This finding underscores the notion that an IPO 

not only impacts the firm going public across multiple dimensions but also exerts an 

insidious influence on the competitive standing of other companies operating within 

the same domain. Therefore, it further supports the argument made by all interviewees 

that a slight underpricing, and hence, a successful IPO, yields greater returns for the 

newly listed firm. 
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5.4. Country-level 

Based on my country-level analysis, no concrete and robust conclusion can be 

drawn for the relation between net income and first-day stock return for the individual 

sample countries. Nevertheless, firms within the sample countries display distinct 

variations in average initial stock return values, as shown in Table A3. Specifically, 

the UK stands out considerably, with an average underpricing level of 7.7%. In 

contrast, Sweden, Italy, France, and the Netherlands exhibit positive initial stock 

returns ranging from 1.6% to 3%.  

As described in the literature section, Chourou et al. (2018) discover strong 

evidence that issuers operating in countries with high uncertainty display less 

underpricing. Conversely, countries with high power distance, masculinity, and 

collectivism show greater underpricing. Graph 3 depicts the sample countries’ scores 

on the applicable dimensions of Hofstede (2010). Notably, the UK has the second 

lowest score in uncertainty avoidance and scores considerably higher than the average 

sample score regarding masculinity. This aligns with Chourou et al.’s (2018) findings, 

suggesting higher initial stock returns. However, the UK’s scores fall below the 

sample average of power distance and collectivism, contradicting the authors’ 

findings. 

Moreover, the UK is home to one of the world’s largest and most prestigious stock 

exchanges: the London Stock Exchange (LSE). London hosts a well-established 

financial infrastructure, a deep pool of institutional investors, a convenient language, 

and it has been a major historical financial hub. Hence, it attracts a substantial number 

of IPOs from both domestic and international firms. Indeed, between 2013–2017, 213 

firms went public – more than Sweden, France and Italy combined. Consequently, a 

higher level of underpricing may be necessary for firms to differentiate themselves in 

the UK’s highly competitive IPO market. 
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Graph 3. Sample countries’ scores on four Hofstede dimensions  

 

 

Source: Hofstede (2010).  

 

 

6. Conclusion 

 

This study investigates the relationship between the initial stock return of an IPO 

and firm performance, as proxied by net income, for a sample of 444 IPOs located in 

the United Kingdom, Sweden, France, Italy, and the Netherlands over 2013–2017. A 

univariate analysis shows a significant negative relationship between the initial stock 

returns of underpriced IPOs and the net profitability of firms. This finding is further 

supported by the case studies of Flow Traders, ASR, and GrandVision, wherein the 

latter exhibit higher net income and lower initial stock returns than Flow Traders. For 

overpriced IPOs, no such relation can be detected. However, the industry analysis 

reveals that the initial stock return of firms operating in the healthcare and industrial 

sectors moves towards zero as firms grow larger in net income. While the country 

analysis does not reveal a significant relationship, the average initial stock return is 

considerably higher in the UK than in the other countries. The influence of the LSE 
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and the national culture in terms of uncertainty avoidance and masculinity could 

partially explain this deviation.  

To further investigate, the possibility of reverse causality is discussed. All 

interviewees agree that a slightly positive initial return represents a successful IPO 

with numerous and substantial benefits to the firm. Interestingly, the Dutch IPO case 

studies stand out since, in all three cases, private equity owners and not management 

decided to go public. As the three secondary placements did not raise new equity 

capital – a general IPO rationale used for expanding business operations – one could 

argue to what extent the IPOs reflect the interests of management at that time. Still, 

the case studies underscore numerous advantages of an IPO, such as increased 

leverage with business partners, access to capital markets for refinancing high-interest 

debts or funding strategic M&A deals, and regular performance evaluations that 

optimise operational processes and guide strategic decision-making.  

In conclusion, the larger and more profitable a firm is, the likelier the initial stock 

return moves toward zero. Based on existing IPO literature, the concept of asymmetric 

information between market participants can explain the negative relationship. A key 

takeaway for managers based on the case studies is that the available information 

among market participants, be it historical data, business model familiarity, industry 

benchmarks, market peers, and the overall uncertainty of a firm’s value, governs the 

need and chance of a positive initial return following the IPO. Moreover, while firms 

ought to discount their IPOs for numerous reasons, in specific situations, overpricing 

has merit. However, the probability of scaring investors away and risking access to 

capital markets favours decision-makers to strive towards accurate valuation with 

modest underpricing. Finally, while first-day stock returns stir strong sentiments – 

which is natural human behaviour – IPO pricing is no exact science. Still, management 

should prepare for the fact that, from the day of the listing onwards, the firm will be 

confronted with constant and relentless scrutiny from the market. 

I acknowledge several limitations to this analysis that warrant consideration. First, 

the sample composition skews towards underpriced IPOs, as positive initial stock 

returns are more prevalent in my sample countries. Including countries more 

renowned for premium offerings might be interesting, whereby a country-level 

analysis could yield valuable insights. Second, I posit reverse causality based on my 
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qualitative data; however, I fail to provide quantitative evidence – a gap future 

research could address. Third, it is imperative to acknowledge that the time frame of 

this research (2013–2017) includes firms that went public in 2016–2017, coinciding 

with the profound impact of the COVID-19 pandemic as I test data of the subsequent 

five years. Hence, extending the sample period or limiting the analysis to specific 

industries might be helpful, as the pandemic affected sectors in varied ways. Further, 

as for the case studies, only the Flow Traders case included an interview with an 

investment banker that guided management in the IPO. In hindsight, incorporating the 

perspectives of IPO advisors could offer a more diverse range of insights, 

complementing the opinions of current or former management. Specifically 

concerning the allocation and pricing process, whereas management possesses greater 

expertise in areas related to initial stock return sentiment, the firm’s financial and 

market position, and post-IPO performance. Overall, additional in-depth research on 

this topic and beyond holds promising potential as the post-pandemic era lifts the 

brakes put on listings and potentially reignites the momentum of the recording-

breaking IPO year 2019. 
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Appendices 

 

Table A1. Matrix of correlations 

Variables  StockReturn  NetIncome TotalAssets Leverage FirmAge 

StockReturn 1.0000          

NetIncome 0.0039  1.0000        

TotalAssets 0.1202  0.4548  1.0000      

Leverage 0.0307  0.1242  0.3531  1.0000    

FirmAge  0.0599  0.0398   0.1845  0.1079  1.0000  

Note: This table reports the estimated correlation coefficients between the used variables. 

Table A2. Breusch-Pagan/Cook-Weisberg test for heteroskedasticity 

Chi2 6.13 

Prob > chi2 0.0133 

Graph A1. Average first-day returns by age of firm at time of IPO 

 Source: Eikon Refinitiv (2023).  



IPO UNDERPRICING AND OVERPRICING AND LONG-TERM FIRM … 

155 

Table A3. Country-level summary statistics 

 United Kingdom Sweden France Italy The Netherlands 

 N Mean N Mean N Mean N Mean N Mean 

StockReturn 1065 .077 425 .0183 335 .0167 295 .0296  100 .0209 

NetIncome 1030 13.757 425 16.731 335 23.86 252 28.87 100 84.99 

TotalAssets 1007 4.739 425 4.751 330 4.585 266 5.358 100 7.367 

Leverage 870 39.725 401 53.274 334 56.727 279 68.417  100 61.20 

FirmAge 935 2.186 420 2.770 330 2.280 275 2.734 90 1.812 

Firms 213  85  67  59  20  

Note: This table presents country-level summary statistics. 

 

Table A4. Interview data matrix Flow Traders 

 Flow Traders 

Dennis Dijkstra William Marshall 

Firm introduction Dutch origin; brand 

awareness; liquidity; 

business model; one 

competitor; private 

equity. 

 

IPO pricing Stability; fair pricing; 

book-building; unrealised 

capital gains; existing 

shareholder base; 

absolute and relative 

float. 

Eurozone crisis; 

volatility; high quality 

book; aggressive pricing; 

balance; broader price 

range; Europe 20% 

variance; discount; 

employee ownership; 

flexibility; safety margin. 

Stock return 10% underpricing ideal; 

long-only investors; 

One-week post deal 5–

15% uptick ideal; deal 
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hedge funds; 600 million 

equity capital raised; 

classical industries; 

benchmark; positive 

momentum. 

size; momentum; owners; 

management; supportive 

shareholder base; 

founder-led companies; 

Russian deals; controlling 

stake; deal dynamics; 

valuation expectations. 

Market and financial 

position 

ETFs; passive investing; 

growing market; organic 

growth; conservative 

financing. 

 

Post-IPO effects Attract talent; diversity; 

international exposure; 

market share doubled; 

access capital markets; 

M&A; status; shareholder 

communication; 

dividends. 

 

Note: Interview available with the author upon request (mail: t.d.drooduin@student.rug.nl) 

 

Table A5. Interview data matrix GrandVision 

 GrandVision 

Willem Eelman Kees van der Graaf 

Firm introduction Merger GrandVision SA 

and Pearle BV; HAL 

majority owner; firm 

value transparency; 

secondary placement; 

capital structure.  

Small and large 

acquisitions; rapid 

expansion; growth 

potential; HAL; 

revaluation; market 

climate; bank consortium. 

IPO pricing Market unrest; delayed 

IPO; excellent pricing; 

market peers; pricing 

references. 

AEX low prices; 

decision-maker; 

management interests; 

roadshows; analysts. 
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Stock return Quarter float; book value; 

slight underpricing ideal. 

Underpricing is a small 

percentage, but large 

amount of capital; all in 

the game; order books; 

negligible corporate 

control; worst scenario 

IPO failure; surprising the 

market. 

Market and financial 

position 

Acquisition portfolio; 

strategic options; 

autonomy; attract human 

capital; AEX; AMX; cash 

generative; Revolving 

Credit Facility; 

commercial paper.  

Small shareholders 

(<3%); net debt position 

800-900 million. 

Post-IPO effects Professionalisation; 

capital markets; reporting; 

brand awareness; 

Essilorluxottica; public 

market pressure.  

COVID-19 pandemic; 

lockdowns; store traffic; 

first reporting quarter. 

Note: Interview available with the author upon request. (mail: t.d.drooduin@student.rug.nl). 

Table A6. Interview data matrix ASR 

 ASR 

Chris Figee Michel Hülters 

Firm introduction Financial crisis; 

nationalisation; auction; 

IPO; synergies; risk; 

restructuring. 

State ownership; 

temporary situation; 

internal motivation to 

become publicly listed 

again. 
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IPO pricing Twenty insurers in 

Europe compete for time; 

discount; positive buzz; 

long-term oriented 

investors; liquidity 

providers; book-building 

process. 

Investor education 

program; institutional 

investors; roadshows; 

book-building; short-term 

investment orientation; 

fundamental analysis. 

Stock return Drastic price swings; free 

float; share price 

appreciation; liquidity; 

credibility; classical 

industries. 

Accurate pricing; 

intrinsic value; 2% 

appreciation. 

Market and financial 

position 

Conservative financing; 

solid balance sheet; new 

capital regime; capital 

structure unchanged; 

leverage. 

Solvency II ratio; long-

term customer 

obligations; USP; 

performance reporting.  

Post-IPO effects Sell downs; 

independence; short-term 

orientation; earnings 

management; sharpened 

focus; more profile with 

customers, business 

partners, employees; 

stability; governance and 

decision-making; 

confidential; Aegon deal. 

Acquisitions; dividend; 

external capital; riskier 

investments; long-term 

share price appreciation; 

corporate strategy; 

investor relations; open 

communication style; 

responsibility; talent. 

Note: Interview available with the author upon request (mail: t.d.drooduin@student.rug.nl) 
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Aim: The study evaluated the causal link between exchange rate devaluation and stock prices in African 

stock markets within the African region, namely, Zambia, Nigeria, Uganda, Tunisia, Tanzania, 

Botswana, Indonesia, Egypt, South Africa, and Malaysia. 

 

Research method: The Toda-Yamamoto (T-Y) Granger causality methodology which entails a 

determination of maximum order of integration, determination of optimal lag length, and finally 

conducting the T-Y causality test based on augmented var k + dmax was used in the study. We also 

deployed the ARDL model to estimate the effects of devaluation on stock prices in Africa. To 

accommodate issues of endogeneity, we further implemented dynamic panel model estimation to unravel 

the true effects of exchange rate devaluation on stock prices.  

 

Findings: Currency devaluation and the consumer prices negatively impacted stock prices by 3.6% and 

3.2% respectively in the short term period following a 1% rise in devaluation and consumer prices. In 

the long-term period, a 1% rise in currency devaluation and consumer price level stimulated 1.45% and 

0.68% reductions in stock prices respectively in ten developing African countries. The lending interest 

rate also significantly and positively impacted stock market prices over the long-term period by 0.25% 

following a 1% rise in lending rate, whereas, in the short-term period, a 1% rise in lending rate stimulated 

0.38% decline in stock prices of the ten African countries.  

 

Originality: in this research, we executed the Toda-Yamamoto granger causality methodology in 

explaining the causal relation between exchange rate devaluation and stock prices in ten developing 

African countries and with the ARDL model, the study estimated the effects of devaluation on stock 

prices in Africa.  

 

Contributions: The research is a contribution to a remarkable long-run connection linking stock market 

price, exchange rate and price index. Though there was a remarkable long-term association linking them, 

the outcome also showed an essential short-run relationship linking stock market price, consumer price 

index and interest rate.  
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Limitations: This research is limited to ten countries within the African region. This choice of countries 

was made on basis of the available data. Hence, data could be sought on additional developing countries 

and estimation done for a larger sample of countries to obtain results that can be used to generalize the 

causality between devaluation and stock price movements.  

 

Keywords: devaluation, stock prices, lending rate, Toda-Yamamoto, ARDL, developing African 

countries 

JEL: C30, D42, C36 

 

1. Introduction setting the stage 

 

The devaluation of exchange rates or national currencies has been one of the basic 

macroeconomic measures to stimulate economic development and solve 

macroeconomic problems such as stock market volatility. However, over the years, it 

has been found that this measure (the devaluation of the exchange rate) did not achieve 

its desired goal, but instead adjusted its multiplier effect on the negative impacts on 

the economy, particularly the depletion of stock prices and stock returns. Khan et al. 

(2016) define exchange rate devaluation as the authorized decline in values of local 

currencies against international currencies causing a reduction in export prices and a 

more favourable balance of trade. The value of the exchange rate falls as a result of 

an excess supply of domestic currency making the exchange rate, an endogenous 

variable (Ndubuaku et al. 2019).  

In the 1970s, the impact of the exchange rate on the economy became a prominent 

topic of discussion. This was mostly owing to many developing countries shifting 

from a fixed conversion scale framework to a gliding conversion scale framework. 

The instability of the trading scale causes eccentricities and risk in speculation 

decisions, which hurts the macroeconomic display (Mahmood, Ali 2011). In recent 

years, there has been a significant deal of worry about the implications of devaluations 

on the economy. The supply-side consequences of the exchange rate devaluation, 

came under heightened attention during the 1970s when the globe experienced its first 

oil price shock. However, given the volatility experienced by most national stock 

markets, developing countries suffer more than developed countries with economic 

and political uncertainty, reduced competition, information movement inefficiencies, 

and lack of transparency and liquidity (Lagoarde-Segot, Lucey 2008). For Oztekin et 

al. (2016), these problems can moderate the effectiveness of emerging markets. This 
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is why Reboredo et al. (2016) concluded that emerging markets respond rapidly to 

notional investments, policy modifications to accomplish exchange rates, capital 

movements, and economic uncertainty. 

Today, Africa’s exports of non-oil goods are still dragging on due to excessive 

devaluation of local currencies, competition for imported goods, as well as political 

losses, economic and financial since the mistakes of the African economy have 

hampered its relatively efficient effect on currency devaluation. Our goal is to revisit 

empirically the relationship linking stock market prices and devaluation in the 

exchange rate of African nations. This investigation is limited to ten countries within 

the African region. The study indeed evaluates the inter-temporal link between 

exchange rate devaluation and stock prices in African stock markets. The research 

addresses a universal problem faced by developing countries, and the findings provide 

valuable insights for the analysis of international financial markets. The study fills a 

gap in the existing literature and contributes to a better understanding of the dynamics 

between exchange rates and stock markets, specifically in the context of African stock 

markets. The research is designed into five sections with the next section concerned 

with literature, theoretical review, empirical review and a gap in the literature. Section 

three is the methodology which consists of a theoretical framework, study design, data 

source, and specification of model and techniques of analysis. Section four had results 

and a discussion. Concluding remarks were made in the final section. 

 

2. Literature review 

 

Due to Adam Smith (1776), the absolute advantage theory uses a 2x2 model in 

which two countries trade two commodities while using only two factors of 

production: labour and capital. It stated that countries should export and import a more 

productive good than another country (Dunn, Mutti 2004). Absolute advantage is a 

country’s ability to produce more goods than another country with the same resources 

that is, manufacturing capabilities (Carbaugh 2007; Hoag, Hoag 2006). Therefore, one 

nation does not need to win at the expense of another, as all nations can win at the 

same time (Afaha, Aiyelabola 2012). The absolute cost advantage comes from the 

specialization of labour proposed by Smith in his theory. Specialization of labour, or 
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division of labour, significantly increases productivity per unit of labour, lowering the 

cost of production. Smith also used the concept of ‘economies of scale’ to describe a 

reduction in production costs because an increase in output due to labour 

diversification significantly reduces production costs. Absolute advantage can only 

explain some parts of global trade, such as trade-in asymmetric situations (Beaudreau 

2011). 

According to Ricardo, even if a country has an absolute cost disadvantage in 

producing both goods, there is a basis for reciprocal trade benefits. The least efficient 

countries should specialize in the production and export of relatively less inefficient 

goods (with the smallest absolute penalty), and the most efficient countries should 

specialize in the production and export of relatively more efficient goods (if the 

absolute advantage is the greatest). With Heckscher-Ohlin’s theory, free international 

trade specialization of production based on relative factor grants will tend to equalize 

factor prices, raising the return on labour in poor countries to similar levels to those 

of rich countries. Accordingly, differences between countries in factor abundance are 

the basis for foreign trade and in particular, different factor intensities in the 

production of different products lead to comparative cost advantages (Sődersten, Reed 

1994). According to Sődersten and Reed (1994), it is a long-run general equilibrium 

theory which sees labour and capital, move from one sector to another. We have an 

absolute variant of PPP and a relative version respectively. Aside the absolute PPP, 

relative PPP requires equality of inflation rates and exchange rates of two trading 

countries within the same period of time. The area of optimal currency (OCA) due to 

Mundell (1961) and McKinnon (1963) focuses on stabilizing trade and economic 

cycles based on the symmetry of impact, and mobility of the labour market. Hence, 

with a fixed exchange rate trade and output would rise following a reduction in 

exchange rate uncertainty and consequent hedging costs, and can also encourage 

investment by reducing the premium on interest rates. 

Theoretically, we have the arbitrage pricing theory (APT). The theory upholds 

that raising the real interest rate, according to Rashid and Jabeen (2016), lowers the 

current value of a company’s imminent cash flows and lowers its stock price. But at 

the same time, rising interest rates create an inflow of money, causing the exchange 

rate to fall. Thus, actual interest rate shocks may be responsible for the positive 
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relationship linking average stock prices and exchange rates. The concept admits that 

currency rates might affect the stock market in this way. Also, on stock theory, 

Pilbeam (1992) argued that the noticeable difficulty with the flow-oriented model is 

that it has not thing to do with global capital movements. As a result, the movement 

of international capital is very large and is known to drive the foreign exchange 

market. The stock-centric model highlights the part of monetary (once capital) 

accounts in determining exchange rates. Adjasi and Biekpe (2007) argued that “in a 

stock-oriented model, exchange rates equalize the supply and demand for assets 

(bonds and stocks).” Therefore, opportunities for parallel exchange rate fluctuations 

have an important influence on rate fluctuations of financial resources. Particularly, 

exchange rate instabilities can affect stock price activities. However, Ajayi and 

Mougoue (1996) pointed out those common factors like interest rate affects most of 

the changes in both markets.  

According to the flow theory, there was an unexpected association between 

exchange rates and stock prices. Particularly, movements in exchange amounts affect 

stock prices. Variations in exchange rates alter the drive of companies through their 

effects on the prices of inputs and outputs (Joseph 2002). Exporters will be badly 

impacted if the exchange rate increases. The rise in currencies will make your goods 

and services more costly in global markets. This reduces exports because buyers in 

the global market find it expensive, thereby, making the same uncompetitive at the 

international level. As a result, their profits decrease, and when profits decline, 

companies lose their attractiveness in the national stock market. Accordingly, 

attraction to the local stock market drops and this out-turn in share price falling. As a 

result, a negative relationship connecting local money and stock price can be 

established. Dornbusch and Fischer (1980) used a flow-oriented model and proposes 

that exchange rate volatility affects global trade and affects the real income and output 

of firms. They noted that the discounted existing value of a company’s projected 

impending cash flows, a major determinant of the share price, affects the exchange 

rate fluctuations on the company’s balance sheet.  

Dornbusch and Fischer (1980) supported the flow-oriented hypothesis by 

clarifying the underlying connection linking the exchange rate and the stock 

marketplace. This concept asserts that when the home interchange is devalued (when 
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it is valued), the cost of exporting becomes lesser (higher), local companies become 

further (less) fierce, and their exports rise (decrease). This growth leads to an upsurge 

in the stock value of domestic companies. Meanwhile, Branson and Frankel (1983) 

pointed out the negative association linking stock prices and exchange rates while 

emphasizing the portfolio equilibrium theory. In their model, changes in stock values 

can move capital account deals, which are alleged to be a major factor in exchange 

rates. Giving to their ideal, foreign capital can be brought into the economy by a well-

performing stock thereby leading to a rise in the stock market which is capable of 

influencing positive returns on capital and the currency to increase in value. 

On the empirical side, empirical research results provide a mixed indication 

concerning the association linking the FX and the stock market. For example, the 

Asian financial crisis of 1997 generated a discussion and investigation on the 

association linking exchange rates and stock markets in emerging nations (Bahmani-

Oskooee, Saha 2016). Kutmos and Martin (2003) used the idea of intermediate 

outcomes to separate exchange rate volatility into two components: evaluation and 

appreciation and conveyed the asymmetry in indicators keys in Germany, Japan, the 

UK and Germany. Adjasi et al. (2011) and Rashid et al. (2002) found no long-run 

steady connection concerning stock prices and currency rates in some countries. 

Furthermore, there was no long-term association between stock prices and currency 

rates in Pakistan and India. Though there appeared to be a two-way causal relationship 

between these two financial factors in the case of Bangladesh and Sri Lanka. Alam et 

al. (2007) acknowledged the prerequisite for continued examination in the field of 

exchange rates and stock markets, given the mixed results accepted by various studies. 

Also, studies by Morales (2008), have acknowledged that more research is needed to 

more fully establish the nature of the indirect consequence of exchange rates on the 

stock market in this regard. Between 1999 and 2009, Kasmann et al. (2011) employed 

OLS and GARCH valuation models to assess the bearing of exchange rate volatility 

on Turkish stock prices. Their discoveries suggest that exchange rate changes have an 

adverse hold on earnings. The results of the ARDL model of Javangwe and Takawira 

(2022) disclosed that there is generally a relationship linking markets regulated in 

equilibrium.  
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To explore the influence of exchange rate volatility on US stock yields, Sekmen 

(2011) employed the residual squared of an ARMA model. It was able to mitigate the 

detrimental impact of fluctuating currency rates on operational size. Using the 

Johansen test of co-integration, Olugbenga (2012) evaluated the short and long-run 

controls of exchange rates on the evolution of the Nigerian stock market between 

1985:1 and 2009:4. Their study showed important stock market performance at short-

term exchange rates and significant negative stock market achievement at long-term 

exchange rates. Earlier devaluation analysis was centred on the well-known Marshall-

Lerner condition (MLC). Meade (2011), a typical Keynesian economist, concludes in 

his study that the prices of many household items are sticky due to widespread 

unemployment and imperfect competition. If a country’s currency falls in value, the 

aggregate demand function shifts outwards in the presence of MLC. This, in 

conjunction with the horizontal aggregate supply function, boosts domestic output and 

improves the balance of payments (Phillips, Jin 2015).  

In India, Indonesia, South Africa, and Turkey, Akel et al. (2015) found long-term 

positive links linking stock values and currency rates. Sui and Sun (2016) used VAR 

and VECM models to show that exchange rates have an important indirect stimulus 

on stock prices in the short run in the BRIC nations. Nguyen (2019) studied the short-

term correlations between currency rates and stock prices in six countries from 2007 

to 2013. The multivariate causality test found that no short-term links were linking 

the variables in China and India. The most extensively used approach in this subject 

is the Granger causality test, notably in the situation of the VECM, the Johansen-

Engle-Granger co-integration test (Bahmani-Oskooee, Saha 2015). If a currency 

appreciation negatively affects a stock price, the general assumption is that a 

devaluation will have a similar opposite effect. Until recently, there was not enough 

attention to asymmetry in the relationship between two variables (Shahbaz et al. 

2018). The USA Bahmani-Oskooee and Saha (2015) propose to use the nonlinear 

ARDL method and consider the asymmetric consequence of exchange rates on the 

share prices of other stocks to confirm that there is an asymmetric hold of the minimal 

active exchange rate of the US dollar and the S&P 500 currencies.  
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3. Methodology 

 

The study employs the T-Y model in testing for the dynamic causal link between 

exchange rate devaluation and stock prices. The methodological procedures involved 

in the application of T-Y causality approach involve, the determination of the 

maximum order of integration, the determination of optimal lag length , and testing 

for causality. In effect, the VAR (k) model of a T-Y test was specified as: 
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This paper employed panel model ARDL estimation to traverse the relationship 

linking the daily stock market price and customer price index, lending and exchange 

rates of ten African countries. The framework of a panel ARDL regression model is 

specified as follows: 

∆𝑆𝑡𝑜𝑐𝑘𝑃𝑡 = 𝜃0 + 𝜃1𝑆𝑡𝑜𝑐𝑘𝑃𝑡−1 + ∑ 𝜇𝑗∆

𝑘

𝑗−1

𝑆𝑡𝑜𝑐𝑘𝑃𝑡−𝑗 + 휀𝑡                                   (3) 

The following is an explanation of the most general form of the ARDL (1, 1) model.  

StockP𝑡 = 𝜃0 + 𝜃1𝑆𝑡𝑜𝑐𝑘𝑃𝑡−1 + 𝜌0Z𝑡 + 𝜌1Z𝑡−1 + 휀𝑡                                             (4) 

In long-run equilibrium, we adopted the fact that:  

StockP𝑡 = 𝑆𝑡𝑜𝑐𝑘𝑃𝑡−1and Z𝑡 = 𝑍𝑡−1, so we could write equation (2) as: 

𝑆𝑡𝑜𝑐𝑘𝑃𝑡 = 𝜃0 + 𝜃1𝑆𝑡𝑜𝑐𝑘𝑃𝑡−1 + 𝜌0Z𝑡 + 𝜌1Z𝑡−1 
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or 

(1 − 𝜃1)StP𝑡 = 𝜃0 + (𝜌0 + 𝜌1)𝑍                                                                             (5) 

The ARDL (𝑚, 𝑛; 𝑝) equation was specified as: 

𝑆𝑡𝑜𝑐𝑘𝑃𝑡−1 = 𝜃0 + ∑ 𝜃1

𝑚

𝑖−1

𝑆𝑡𝑜𝑐𝑘𝑃𝑡−1 + ∑ ∑ 𝜌𝑖𝑗

𝑛

𝑖−0

𝑝

𝑗−1

Z𝑗𝑡−𝑖 + 휀𝑡 ,                          (6) 

Where 휀𝑡~𝑖𝑖𝑑 (0, 𝜎2). Using relevant variables for our study, our ARDL model was 

specified as in equation (4).  

StockP𝑡 = 𝛾0 + ∑ 𝛼𝑖StockP𝑡−1
𝑚
𝑖−1 + ∑ 𝜇𝑖CPI𝑡−1

𝑛
𝑖−1 + ∑ 𝛿𝑖𝐿𝐼𝑁𝑇𝑡−1 +𝑟

𝑖−1

∑ 𝜑𝑖EXDV𝑡−1 +𝑧
𝑖−1 휀𝑡                                                                                      (7) 

 

The model captured the relationship between stock price (StockP), consumer 

price index (CPI), financial lending rate (LINT) per cent per annum and exchange rate 

devaluation (EXDV) of domestic currency per USD. By definition, m, n, r and z are 

lag lengths of stock market price, consumers price index, lending interest rate and 

exchange rate; 휀 signifies white noise error terms; 𝜃,𝜌,𝛿, 𝜑 and 𝛾 are drift 

components. The sample size for this research is a period of 1st January 2010 to 1st 

December 2022 for each of the ten countries. Stock prices of the emerging market 

economies from ten African countries were obtained from the official website, 

www.investing.com. The data were sourced from the IMF database. 

 

 

4. Results and discussions 

 

In Table 1, Levin, Lin, and Chu’s tests were able to demonstrate the occurrence 

of this stationarity. The test P-values were greater than 0.05 at the level; as a result, 

we refused to discard the non-stationarity at a 5% level of importance, resulting in the 

conclusion that the stock market price, exchange rate, consumer price index, and 

lending rate are non-stationary from January 1, 2010, to December 1, 2020.  

 

  

http://www.macrotrend.net/
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Table 1. Levin, Lin and Chu’s unit root test at levels 

Variable Test Statistic P – value Critical value 

StockP -1.5719 0.0580 1%, 5%, 10% 

Exdev -0.31904 0.0036 1%, 5%, 10% 

CPI 1.93714 0.9736 1%, 5%, 10% 

LINT 0.58431 0.7205 1%, 5%, 10% 
Source: Authors’ estimations with Eviews 10. 

 

Table 2 shows that stock market gains are factored into zero-order I(0), whereas 

exchange rates devaluation series are I(1). 

 

Table 2. Levin, Lin and Chu’s unit root test after first differenced 
Variable Test Statistic P – value Critical value 

StockP -9.76589 0.0001 1%, 5%, 10% 

Exdev 5.79618 0.0001 1%, 5%, 10% 

CPI -6.17242 0.0001 1%, 5%, 10% 

LINT -5.08287 0.0001 1%, 5%, 10% 
Source: Authors’ estimations with Eviews 10. 

 

Table 3. Cross-sectional ARDL with Bounds test for the African countries 
Countries F-statistic I(0)  I(1) 

Zambia 3.398 2.37  3.2 

Nigeria 4.442 2.37 3.2 

Uganda 1.029 2.37 3.2 

Tunisia 2.789 2.37 3.2 

Tanzania 2.789 2.37 3.2 

Botswana 1.246 2.37 3.2 

Indonesia 2.094 2.37 3.2 

Egypt 2.350 2.37 3.2 

South Africa 5.348 2.37 3.2 

Malaysia 3.026 2.37 3.2 
Source: Authors’ estimations with Eviews 10. 

 

Table 4. Reports the optimal lag length of one as selected by FPE, AIC, and HQ  

Lag LR FPE AIC SC HQ 

0 NA 2.44e+10 23.5356 40.8378 22.6598 

1 180.469 233155* 27.3870* 25.73807 30.2876* 

2 50.27029 546987 29.485 29.64973* 28.2754 

3 19.3704* 470589 24.6903 32.4874 367937 

4 23.54768 209837 35.9201 22.3789 20.8405 

5 10.65897 486093 30.7460 23.7460 23.4679 
Source: Authors’ estimations with Eviews 10. 
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According to Pesaran et al. (2001), the ARDL test in the co-integration analysis, 

the regressors might be pure I(0), pure I(1), or a mix of I(0) and I(1). So in this case 

the ARDL model can be tried. The following investigation is divided into three parts. 

The ARDL model was evolved to determine the impact on market returns in 10 

African countries using stock market prices, devaluation of official exchange rates, 

CPI and loan interest rates as independent variables. For the ARDL model to suffice, 

we conducted the bounds co-integration test. The results are reported in Table 5 

below. The estimated F-statistic 10.932 was estimated with Eviews 10.932 and this 

exceeds both the lower and upper bound critical values of 7.4693 and 9.035 at a 1% 

level. We so reject the lack of co-integration assumption between StP, Exdev, CPI, 

and LINT.  

 

Table 5. Bounds test results 

No. of Regressors 

(k) 

Bounds critical F-Test values 

1% 5% 10% 

3 I(0) I(1) I(0) I(1) I(0) (1) 

7.4693 9.035 5.487 6.932 3.279 4.492 

Calculated F-Statistics: (StockP|Exdev, CPI, LINT) 10.932*** 

Notes: ***indicate significance at 5% level.  

Source: Authors’ estimations with Eviews 10. 

Table 5 clearly shows that exchange rate devaluation, consumer prices, and short-

term interest rates all granger cause stock prices in African stock markets and not the 

other way around. This is unidirectional causality. However, bidirectional causality 

exists between devaluation and CPI in Africa. 

The section starts with an investigative analysis of the normality of the three variables 

under study: stock market prices, exchange rates, consumer prices, and active interest 

rates. This is trailed by ARDL and ECM methods. Table 7 shows the coefficient of 

the exchange rate that hurts the stock market price. CPI and lending interest rate are 

statistically important since the p-values are less than 0.05 leaving the interest rate 

statistically insignificant if who p-value is greater than 0.05. This means that the CPI 

and lending interest rate have a short-run consequence on the stock market price of 

the ten African nations and the exchange rate has no important short-run consequence 

on the stock market price of the ten African nations. 
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Table 6. T-Y results 
Null Hypothesis Chi-Sq Prob. Granger Causality 

StockP  does not G-cause 

Exdev  

2.7690 0.5623 Unidirectional causality 

 

Exdev StockP  
Exdev  does not G-cause 

StockP  

34.748 0.0000 

CPI  does not G-cause StockP  19.542 0.0001 Unidirectional causality 

 

CPI StockP  
StockP  does not G-cause CPI  12.368 0.5230 

LINT  does not G-cause 

StockP  

26.562 0.0000 Unidirectional causality 

 

LINT StockP  
StockP  does not G-cause 

LINT  

41.374 0.7928 

CPI  does not G-cause Exdev  11.238 0.0012 Bidirectional causality 

 

Exdev StockP  
Exdev  does not G-cause CPI  13.452 0.0002 

LINT  does not G-cause 

Exdev  

5.632 0.956 No causality 

 

 
Exdev  does not G-cause 

LINT  

10.578 0.423 

Source: Authors’ estimations with Eviews 10. 

 

  

The consequence of the long-run association concerning stock market price, 

exchange rate devaluation, consumer price index and lending interest rate in Table 7 

displays that the coefficients of exchange rate devaluation and lending rate contribute 

an encouraging consequence on the stock market price of the ten African countries. 

The coefficient of the customer price index and the stock market price are inversely 

related with a coeffcient of -0.3217. The exchange rate and consumer price index are 

statistically significant with p-values lesser than 0.05. Since the p-value is more than 

0.05, the loan interest rate is statistically insignificant. As a result, currency 

devaluation and the consumer prices negatively impcated stock prices by 3.6% and 

3.2% respectively in the short term period following a 1% rise in devaluation and 

consumer prices. In sum, stock price effects of devaluation and consumer price level 

are the same and the impact is signficantly adverse over the short-term period. In the 

long-term period, a 1% rise in currency devaluation and consumer price level 
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stimulated 1.45% and 0.68% reductions in stock prices respectively in ten developing 

African countries. The lending interest rate also significantly and positively impacted 

stock market prices over the long-term period by 0.25% following a 1% rise in lending 

rate, whereas, in the short-term period, a 1% rise in lending rate stimualted 0.38% 

decline in stock prices of the ten African countries.  

 

Table 7. Estimated ARDL coefficients: ARDL (1, 1, 1, 1) selected by AIC 

Regressors Coefficients p-value 

Dln(StockP-1) 1.6049 0.0000 

Dln(EXDV) -0.3627 0.0005 

Dln(CPI) -0.3217 0.0003 

Dln(LINT) -0.3771 0.0005 

C -0.4650 0.0021 

Cointeq01 -0.6700 0.0000 

ln(EXDV) -1.4526 0.0000 

ln(CPI) -0.6750 0.0000 

ln(LINT) 0.2493 0.0145 

Diagnostics 

R2 0.67 

F-stat (Prob) 28.90(0.000) 

Mean (StockP) 0.673 

S.E. of regression 1.3260 
Source: Authors’ estimations with Eviews 10. 

 

 
5. Conclusion  

 

The motive of this research was to assess the long-term relationship connecting 

stock market rates, exchange rates, consumer price indexes and lending rates in ten 

African countries. This study implemented the ARDL boundary methodology. The 

study found a positive long-term positive association linking stock market prices, 

exchange rates, consumer price indexes and loan interest rates in 10 African countries. 

The exchange rate was found to be considerably significant in its effects on stock 

prices. This result agrees with the literature and in particular, the flow theory which 

posits an association between exchange rates and stock prices. Hence, movements in 

exchange rates influence stock prices. Consumer price index lending interest rates are 
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statistically insignificant. This shows that exchange rates have an important long-term 

influence on stock market prices in 10 African countries. CPI and effective interest 

rates do not have an important long-term consequence on stock market charges in 10 

African countries. This research paper also raises important real-world significance 

for policymakers and African central banks. African state banks should consider the 

regime before altering their policy rate. Rising inflationary borrowing costs not only 

make it difficult for small local investors to start new businesses but also limits 

business divergence opportunities for large organizations. This practice before the 

economic crisis has proven to have hurt stock market indices. However, before the 

crisis, increases in borrowing costs and capital flows not only lowered the stock index 

in the short term just as well had a long-term effect from the rise of two fundamental 

variables indices. This might be because a rise in borrowing costs not only negatively 

affects short-term investors but also continues to sell stocks at lower prices due to the 

rise in borrowing rates of the loan-term investor.  
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